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Abstract—In practice, images are distorted by more than one
distortion. For image quality assessment (IQA), existing machine
learning (ML)-based methods generally establish a unified model
for all the distortion types, or each model is trained independently
for each distortion type, which is therefore distortion aware.
In distortion-aware methods, the common features among dif-
ferent distortions are not exploited. In addition, there are fewer
training samples for each model training task, which may
result in overfitting. To address these problems, we propose
a multi-task learning framework to train multiple IQA mod-
els together, where each model is for each distortion type;
however, all the training samples are associated with each
model training task. Thus, the common features among different
distortion types and the said underlying relatedness among
all the learning tasks are exploited, which would benefit the
generalization ability of trained models and prevent overfitting
possibly. In addition, pairwise image quality ranking instead
of image quality rating is optimized in our learning task,
which is fundamentally departed from traditional ML-based IQA
methods toward better performance. The experimental results
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confirm that the proposed multi-task rank-learning-based IQA
metric is prominent against all state-of-the-art nonreference IQA
approaches.

Index Terms—Image quality assessment (IQA), machine
learning (ML), mean opinion score (MOS), pairwise comparison,
rank learning.

I. INTRODUCTION

HREE categories of nonreference (NR) IQA approaches

were presented in the literature in terms of methodology.
The first category takes the behavior of specific distortions into
consideration. Sheikh et al. [1] employed a wavelet statistical
model to capture the distortion introduced by JPEG 2000.
Liang ef al. [2] combined the sharpness, blurring, and ring-
ing measurements together to evaluate the visual quality
of the JPEG 2000 coded image. Branddo and Queluz [3]
proposed an NR image quality assessment (NR-IQA)
approach based on the discrete cosine transform (DCT)
domain statistics to evaluate the quality of JPEG coded image.
The second category uses quality-aware clustering. They group
the image patches of training set into the given number of
classes based on local image features, such as histogram of
oriented gradients, difference of Gaussian, and Gabor filter.
Each cluster center has a quality score that is derived from the
qualities of image patches falling into this cluster. Associating
cluster centers with their qualities, the researchers established
a codebook. Patches of a test image look up codebook to
search the most similar codewords and retrieve the associated
quality values. In [4], a visual codebook associated Gabor-
filter-based local appearance descriptors with the mean opinion
score (MOS). Xue et al. [5] used FSIM [6] instead of MOS as
image patch quality to establish codebook. The third category
is to utilize the machine learning (ML) tool to map image
features onto image qualities. Moorthy and Bovik [8] proposed
to use support vector machine (SVM) and support vector
regression (SVR) [9], [10] to learn a classifier and an ensem-
ble of regressors for distortion-aware image quality assess-
ment (IQA). It deploys summary statistics called natural scene
statistics (NSS), which is derived from wavelet decomposition
of an image. Tang et al. [7] proposed an approach similar
to [8] but with more elaborate features, including distortion
texture statistics, blur/noise statistics, and histogram of each
sub-band of image decomposition. Ye et al. [11] used unsuper-
vised learning to learn a dictionary over raw image patches
for IQA. In addition, SVR was also used to train the IQA
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model for image quality prediction. Xue et al. [12] proposed
to use the joint statistics of gradient magnitude (GM) and
Laplacian of Gaussian (LOG) as an image feature, and SVR
was also employed to learn the model for image quality predic-
tion. In [13], the multiple kernel learning (MKL) was inves-
tigated for distortion-specific IQA. Most recently, the deep
neural network was successfully applied to IQA [14]-[16].
In [17], image quality preference in pairs was explored to lead
to a rank learning optimization problem, and SVR with mul-
tiple kernels were adopted to solve this optimization problem.
In [18], image quality ranking rather than rating was inves-
tigated for evaluating image-enhanced algorithms. Relative to
conventional image quality rating models, image quality ranks
employ rank learning tools [19], [20] for solving optimization.

The ML-based models can be arranged into two categories:
distortion-aware and distortion-unaware. The former usually
concerns distortion type identification and quality prediction
to form a two-step scheme. It is associated with at least one
of the problems as follows: 1) allocating training samples into
several clusters, there would be fewer training samples for
each training cluster, and this possibly results in overfitting and
weak generalization capability of the trained model and 2) the
common features shared by different distortion types are not
exploited efficiently. Therefore, a combination of emphasize
individuality and exploit commonness would create better
performance. Toward this end, we propose multi-task rank-
learning-based IQA (MRLIQ). In this approach, we construct
multiple IQA models, each of which is responsible for one
distortion type in order that each model can accurately describe
the specific characteristics of each distortion type. Different
from the single-task learning approach, the tasks for training
these IQA models are combined to form a unified learning
task; therefore, these models are trained together. Thus, the
relatedness and information sharing across multiple training
tasks are effectively exploited to improve the generalization
ability of trained models. In addition, departing from the con-
ventional ML-based IQAs, the proposed approach optimizes
pairwise image quality rank instead of numerical image quality
rating, as stated in [21].

The rest of this paper is arranged as follows. Section II
describes the proposed MRLIQ in detail. Section III presents
the experimental results. Section IV concludes this paper.

II. MULTI-TASK RANK LEARNING FOR
IMAGE QUALITY ASSESSMENT

As with single-task learning, each task is trained indepen-
dently of the others. Only a subset of the whole training
set related to that task (e.g., the distortion type) is used
for training, which ignores the intrinsic relatedness among
different tasks. For example, one can train multiple IQA
models for multiple distortion types, each of which is respon-
sible for one distortion type. Two problems are with such
processing. One is that only a small number of training
samples are available for each task, which possibly results in
overfitting and harms the generalization ability of the trained
model. The other is that the common features among different
distorted images are not exploited. Multi-task learning is
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different from single-task learning in that the multiple tasks
are trained together instead of independently, enabling all of
the samples in the training set to be used for training each
task, while each sample has a set of weights accounting for
the importance of the sample to each task. Therefore, the
multi-task scheme can exploit underlying intrinsic relatedness
among multiple tasks and capture shared/common information
of training data. It has attracted extensive attentions in many
domains, such as information retrieval [23], [24] and visual
saliency modeling [25], [26]. To the best of our knowledge,
the multi-task learning has not been applied or discussed in
IQA yet.

A. Single-Task Rank Learning

In [21], a single-task rank learning algorithm [19], [20]
was proposed, where only one task and therefore one ranking
model were learned. Given a subjective image database, we
represent the image features {x, € R’} and the corresponding
MOSs {y, € R}, u =1,2,..., M. Thus, the goal of a rank-
learning-based IQA can be described as identifying the ranks
of {x,} with respect to {y,}. Toward this end, we infer a
ranking function ¢ : x — R trained on the basis of {x,, y,}
to assign rank order to each x,. That is, ¢(x,) > ¢(x,)
indicates that x, ranks higher than x, with respect to image
quality. In [21], only one task and, therefore, a distortion-
unaware ranking model ¢ were trained on all the distorted
images as

M

min 1 > [yu < »lilp() = o)l M
u#y

for all types of distortions (e.g., five distortions for the LIVE
image database), where ¢ is usually assumed to be a linear
function, i.e., p(x) = w!l - x for simplicity, and x and w
denote the extracted features and the parameter of the ranking
function, respectively.

B. Multi-task Rank Learning

For distortion-specific purposes, we can directly apply the
proposed single-task learning [21] to learn a specific model
for each distortion. Such a model is specific to the distortion
type and therefore has better prediction accuracy of qual-
ity assessment for that particular distortion type. However,
single-task learning ignores the relatedness or commonness
among different distortions and therefore results in efficiency
loss.

We assume to group training samples into K clusters {S;},
j = 1,2,..., K, with respect to their distortion types. An
independent learning task is assigned to each cluster for train-
ing a specific model for each cluster. Meanwhile, these tasks
are integrated into a unified learning framework by sharing
the relatedness or commonness across different clusters. This
is therefore named multi-task learning [22]. Let x; (u =
1,2,....mj, j = 1,2,...,K,>% m; = M) be the uth
image in the jth cluster, and y; be the corresponding label
(MOS or DMOS in IQA). The jth model ¢; is trained on the
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Fig. 1. Proposed multi-task rank learning framework.
cluster S; consisting of m; distorted images and associated
labels {(x7, yi)} as

mj

min 1 > [y < ;[0 () = 0 ()], @
’ u#y

where ¢ (x) = a)jT -x. Compared with (1), m; training samples
only concerning the jth task are used for training ¢; in (2).
Applying (2) to K clusters, there would be K models, each of
which is specific to one distortion type. Although the model is
specific to distortion type, there are two problems as mentioned
earlier in the beginning of this section. Therefore, we refer to
a multi-task learning scheme to jointly train multiple models
to avoid these two problems in this paper.

Comparing with the single-task case, multi-task learning
means that: 1) all the models {¢;, j = 1,2, ..., K} concerned
are trained jointly instead of independently [see (1) and (2)]
and 2) all the training samples in a training set participate
in each model training task. Obviously, a sample distorted by
a certain distortion type should contribute more than others
to the model specific to that distortion type. To explore the
contributions of a given sample to all the models, we define a
matrix of distortion cluster labels ¢ = {a,; }. Initially, we set
ayj € {0, 1}, where a,; = 1 indicates that a sample x belongs
to the cluster S;. After applying a weight a,,; to a sample, this
sample could be used in all the training tasks. In practice, it is
impractical and unnecessary to establish a different model for
each distortion type since there are more than 30 commonly
used distortions, and some of them are similar in characteristic.
We usually cluster similar distortions into the same cluster
in order that each cluster has sufficient samples for training
models. According to distortion characteristic, the general
distortions can be grouped into four to six classes, such as
JP2K compression, JPEG compression, white noise, blurring,
transmission error, color saturation, and so on. In addition, the
clustering methods, such as K-means and C-means [27], [28],
can be employed for image distortion clustering.

Fig. 1 describes the framework of multi-task learning.

m;
' of the

Jjth cluster using the corresponding ¢;. {n(y,ﬁ)}:il is the
rank list of MOSs by comparing their numerical values, which
is the ground truth in the proposed learning algorithm. From
Fig. 1, the images are grouped into K clusters. The models
{p;} are trained together instead of independently as in (2).

{n(x,{)}ril represents the rank list of {xl{}u=1
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As illustrated by the red rectangle in Fig. 1, all the samples are
involved in a unified training task and the multi-task training
outputs K models.

For the convenience of statement, we first formulate the
whole optimization function and then detail each element. Let
W be a N x K matrix with the jth column equal to w;, the
bold & be a M x K matrix with the uth row equal to {auj}f:l,
which is a K-D vector. Each of the entries of this vector
represents the weight of the uth sample as to the jth learning
task. Therefore, the objective for jointly training multiple IQA
models in a unified framework can be formulated as

min L(W,a) + Q(W, a)
W,

K
S.t. Za”f: 1; 1<u<M
Jj=1

ogj €[0,1]; 1<j=<K 3)

where L(W,«) is the empirical loss and Q(W, ) is the
penalty term.

1) Empirical Loss: The empirical loss accounts for the
falsely ranked image pairs with regard to their MOS ranks as

M K M

LW, @)= > ay D u<ylojx =ojn], @
u#v
where [p]; = 1 if p holds; otherwise, [p]; = 0. In (4), each
pair of images (x, and x,, u # v) in the whole training set (M
samples) is compared. Their MOSs are given by y, and y,,
respectively. The ranks of y, and y, give the ground truth of
the comparison of x, and x,. If the ranks of a)iju and a)ijv
conflict with the ground truth, the empirical loss L(W,a)
would increase. From (3), Zj ayj = 1 for image v, so a,;
can be regarded as the probability of image v as to the jth
task. In (4), a,; is initialized to 1 or 0, indicating that x,
is in the jth cluster or not. For example, for an image x,,
ayj ={0,1,...,0} (ay2 = 1) implies that this image is in the
second cluster. In the training process as described later, o will
be updated for each iteration, and thus a becomes a weight
vector. Each element of it represents the weight/probability of
an image as to each learning task. By this way, each image
actually participates in all learning tasks for training multiple
IQA models. With regard to image clustering, the method
in [26] is still applicable to our work. Besides, the clustering
with regard to distortion can be referred to the prior knowledge
about distortion characteristics.

2) Distortion Clustering: For image clustering with respect
to distortion characteristics in this case, a penalty term is
defined as

v=1 j=I

M M K

Q=2 YD - a eoste ®) O

v=1 u#v j=1

where cos() denotes the similarity of the uth and the
vth image (u, v = 1,2,..., M), which is computed as
the cosine distance between two feature vectors x, and x,.
If x, and x, belong to the same cluster and they are correctly
clustered, there is no penalty increase since a,; — a,; = 0
for any j. Otherwise, if two images in the same cluster were
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mistakenly clustered into two different clusters, the penalty
would increase. Thus, « is responsible for image clustering
and named image clustering parameter.

3) Model Correlation: To address the problem of lacking
the generalization ability with training these clusters, respec-
tively, an appropriate sharing of information across training
tasks can avoid overfitting and improve the performance of
each model. Then the penalty term can be defined as

| KoM
= I_( z Z e <¥ 11
i#A] u#v

x[a)iTxu > a)iTxv]I[a)iju > a)ijv]I. (6)
The influence of this penalty is twofold. First, a sample
[image pair (x,, x,)] mistakenly predicted by most mod-
els will be emphasized in training the model ¢; since the
term Zj 2 Vu <11 x [cuiju > cuijv] ; increases with the
number of samples that are wrongly predicted by most
of the models {¢;}, j # i. This ensures the diversity
of training samples for ¢;, leading to improved general-
ization ability. Second, a sample successfully predicted by
most models will be ignored in training ¢; since the term
Zj 4 Ve <y, 11 X [a)iju > a)ijv] 7 is small if the samples are
successfully predicted by most of the models. This guarantees
the diversity of different models. With this penalty term, each
task is actually related to all the training samples, as stated

in [26], leading to improved performance.
4) Model Complexity: To avoid optimizing complex

models, the penalty term can be defined as

K
=2 0jo; ™
j=1

which amounts to imposing sparse constraints on trained
models.

With these penalty terms, the overall penalty can be written
as the weighted linear combination of them

QW,a) =11Q1 + 1 + 1503 (8)

where [, [, and [3 are three nonnegative weights to combine
these penalty terms. These three weights are set to (0.60, 0.25,
and 0.15, respectively) empirically in this work.

C. Feature Extraction

In learning-based methods, an image is first represented
by image features as input of the training process. For testing
the proposed MRLIQ, NSS [8] and GM + LOG M3 [12]
are employed as image features. We denote MRLIQ with the
NSS by MRLIQ-I and MRLIQ with the GM + LOG M3 by
MRLIQ-II. NSS measures the unnaturalness of distorted
images with respect to natural ones [8]. GM 4+ LOG

3 [12] gathers the statistics of two types of local contrast
features: the GM map and the LOG response to form image
features.
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D. Training Process

By plugging (4)—(6) back to (3), we encounter a nonconvex
optimization problem due to the function [p];. As in [21], the
Boolean terms related to the variable w are replaced by their
upper bounds to facilitate the optimization as

(w‘/zxu —j xv) A

= iy ©)
where the exponential upper bound is used since it is convex
and can facilitate the optimization. After the terms containing
the variable w in (4) and (6) are replaced by those in (9),
the optimization function (3) would turn out to be convex.
In addition, two variables W and a are correlated in (3). Thus,
the expectation—-maximization (EM) algorithm is employed to
optimize W and « alternately.

First, the training images are clustered into several clus-
ters, usually 4-6 clusters. The clustering methods, such as
K -means, can be referred. In this paper, each image clustering
is simply defined over each distortion type. Second, the image
clustering parameter « is initialized for each image. After that,
W is initialized by minimizing (4) without penalty consider-
ation. After initialization, W and « are optimized iteratively
using the EM algorithm. The detail algorithm steps can be
referred to in [26]. For the integration of the statement of this
paper, we outline the algorithm as the following two steps.

Step 1: Forv =1,..., M, update a, = [ay1,...,0yk] by
solving the function that contains only the terms related to a,

K M
n;ivn Zavj Z [yu < yv]lﬂ{lv

j=1 u;év

211 z z (awj — OCVJ) COS(Xy, Xy)

u;éVJ 1

K
s.t. Zavk =1;
k=1

which is a quadratic formula about a and can be solved by
quadratic programming. In (10), the first term optimizes the
predicted image ranks in order that they are in accord with
the ground truth. The second term tries to make sure that the
similar images (high correlation between their feature vectors
X, and x,) should be categorized into the same cluster.

Step 2: To optimize W, the optimization objective concern-
ing only the variable W is

M K M ,
mwi]n Z Zavj Z u <yyli 7]{1"

[0 xu = o] x,], <e

oy € [0, 1] Vk (10)

v—lj—l u;év
l
+ 2ZZLv,, <yv112nuv%v+lazw @ (D
v=1 uz#v i#f

which is convex and differentiable. Therefore, the gradient
decedent method can be employed to solve (11). From (11), we
can see that each model is actually optimized on the whole
training set by using the parameter «, which weights each
image to each task.

Given a new image, a soft SVM classifier [8] is first
employed to compute the probability/weight of the image as to
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each distortion type. Second, we compute the image qualities
of the image using the multiple models {¢;, j =1,2,..., K}.
Then, these qualities are weighted by the probabilities/weights
to give the final quality of the image.

E. Converting Image Quality Rank to
Physical Quantity of Image Quality

In pairwise rank learning framework, the optimization
objective function (3) is established on pairwise compari-
son (PC) of image quality instead of numerical image quality
rating. Thus, only image quality ranks can be given to the test
images by the trained models. To give a physical quantity of
image quality to an image, image quality ranks need to be
further converted into image quality scores. In [17], a term
gain was defined as the number of times of that an image
is preferable against the others. The gain of an image is
proportional to its perceived quality because the preference
(better or worse image quality) essentially reflects the relative
quality (ranking instead of numerical value) of this image
relative to others. In addition, a linear mapping between the
gain and the quality score was assumed and fitted by training
data. Thus, after getting the ranks of images, their quality
scores can be deduced by the two steps mentioned above.
However, [17] needs to compute the differences between
the test image and the training images. Thus, at least, the
features of training images are needed, which is impractical
in real applications. In [18], only the competition of image
enhancement algorithms was concerned without the need of
conversion from image quality rank to physical quantity of
the image quality. The proposed MRLIQ can output a rank
list of all the images instead of only binary preference of each
of the two images as in [17] and [18]. Therefore, a mapping
function between the rank list and image quality scores can
be deduced from MRLIQ directly as follows. In the training
stage of MRLIQ, a nonlinear fitting function is deduced from
mapping the predicted rank list onto MOS rank list. In the test
stage, the nonlinear fitting function can tell quality score of
each test image without the need of any information from the
training set.

The ith image is compared with other images in the training
set. We count the times of failures of model prediction, i.e.,
predicted image ranks violate ground truth, and compute the
accumulative image quality difference (AIQD) as

n T, _ T,
iz lotxi — o xjl

n T, T,.1,°
zi#j[w xi > olxjl;

g(i) =

12)

Since [w!x; — o’ x;]; indicates the quality of the ith image
relative to the jth image, (12) can represent the relative quality
of the ith image against others. We draw the relationship
between g(i) and MOSs in Fig. 2. A nice fitting curve can be
observed from Fig. 2. In addition, the shape of this mapping
function is well fitted by an exponential function

q(i) = fr + o x 50,

The parameters can be easily deduced from nonlinear
least squares regression (implemented by nlinfir function
in MATLAB). One can derive image quality score for

13)
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Fig. 2. Mapping between relative quality AIQD (g(i)) and MOSs: AIQD
computed from (12) represents relative quality, the vertical axis represents
image quality given by MOSs, and the red curve represents the fitting function
(in this case, f; = —0.1, f» = 1.0, and f3 = 2.25) using nonlinear least
squares regression.

TABLE I
DESCRIPTIONS OF THE SUBJECTIVE DATABASES
Database Description
LIVE 29 reference images, each image has 5 distortion types (JPEG,
[29] JP2K, white noise (WN), Gaussian blur (Gblur) and fast fading
(FF) channel distortions) and 5/6 distortion levels per type.
CSIQ 30 reference images and their distorted ones of 6 distortion types
[30] (JPEG, JP2K, WN, Gblur, Gaussian pink noise (PN) and Global
contrast (GC)) at 5 distortion levels.
TID2013 |25 reference images with 24 distortion types at 5 distortion levels.
[32] It was updated from TID2008 [31] by adding 8 more distortion
types and one more distortion level.
LIVEMD |Two hybrid distortions: #1: “blurred and compression with JPEG”
[33] and #2: “blurred and white noise”. For each of them: 15 reference
images, each one is distorted by the first distortion at 3 distortion
levels, and then distorted by the second one at 3 levels.

the given image quality rank from (13). The advantage
of (13) lies in that accumulative summation reduces the
interference of noise, so a good fitting curve is deduced
as shown in Fig. 2. Observing (4)—(7), MRLIQ is based
on accumulative summation, so AIQD is reasonable and
fits for representing relative image quality. The experiments
performed in Section IV prove its good performance.

III. EXPERIMENTAL RESULTS AND DISCUSSION
A. Databases and Evaluation Protocols

The performance of an IQA metric is evaluated by mea-
suring the correlation between the model-predicted scores and
the subjective scores provided by the subjective databases. The
subjective databases: LIVE [29], CSIQ [30], TID2013 [32],
and LIVE multiple distortion (LIVEMD) [33] are used in our
experiments. Brief introductions of these databases are given
in Table I and the distortion types are listed in Table II for
simplicity of the following statement.

Considering the nonlinearity of the subjective scores intro-
duced during the subjective tests, it is customary to perform
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TABLE 11
DISTORTION TYPES AND THEIR INDEXES OF TID2013

#1 Additive Gaussian noise

Additive noise in color components is more intensive than additive

#2 . .
noise in the luminance component

#3 Spatially correlated noise
#4 Masked noise
#5 High frequency noise

#6 Impulse noise

#7 Quantization noise

#8 Gaussian blur

#9 Image denoising

#10 | JPEG compression

#11 | JPEG2000 compression

#12 | JPEG transmission errors

#13 | JPEG2000 transmission errors

#14 | Non eccentricity pattern noise

#15 | Local block-wise distortions of different intensity
#16 | Mean shift (intensity shift)
#17 | Contrast change

#18 | Change of color saturation

#19 | Multiplicative Gaussian noise
#20 | Comfort noise

#21 | Lossy compression of noisy images

#22 | Image color quantization with dither

#23 | Chromatic aberrations

#24 | Sparse sampling and reconstruction

a nonlinear mapping [34] on the objective scores before
the correlation measurement. After the nonlinear mapping,
Pearson’s linear correlation coefficient (PLCC) is computed
between the objective scores {x;} and the subject scores {y;}
@i=1,...,n)as

Z?:1(xi —X)(i =)
i = PRSI o 5

where x and y represent the mean values of {x;} and {y;},
respectively. It is a measure of the linear correlation between
two variable sets. It can indicate the prediction accuracy of an
IQA model for predicting the subjective scores. For measuring
the prediction monotonicity, i.e., the degree of predictions
agrees with the relative magnitudes of MOSs, Spearman’s rank
order correlation coefficient (SROCC) is defined as the PLCC
between the ranked variables. Assuming that n raw scores
{xi} and {y;} are converted to ranks {X;} and {Y;}, the
SROCC is defined as

PLCC =

(14)

6> (Xi —Y:)?

SROCC =1 —
nn? —1)

5)

where (X; — Y;) is the difference between the ith image’s
ranks in the subjective and objective evaluations. Larger PLCC
and SROCC values indicate better correlations between the
predicted scores and the subjective scores and therefore better
performances.
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B. Performance on Individual Databases

In this section, the training and testing are performed on the
same database. The images in the whole database are divided
into training set and testing set. A training set consists of 80%
of the reference images and their associated distorted versions,
and a testing set consists of the remaining 20% of the refer-
ence images and their associated distorted versions. In order
to ensure that MRLIQ is robust across content and is not
biased by the specific train—test split, a random split of 80%
training and 20% test is repeated 1000 times on LIVE, CSIQ,
and TID2013 databases, respectively. The median SROCCs
across these 1000 times training processes are tabulated in
Tables III-V for each distortion type. We adopt two kinds
of image features: NSS and GM + LOG M3 in MRLIQ to
form MRLIQ-I and MRLIQ-II. We also compared MRLIQ
with the state-of-the-art approaches, including four full
reference IQA (FR-IQA) metrics: PSNR, SSIM, MSSIM,
FSIM, and ESSIM and ten NR-IQA metrics: DIIVINE [8],
CORNIA [11], GM + LOG (M3) [12], NSS-TS [13],
DLIQA [14], CNN [15], SDIQA [16], BIQA [17],
BLIINDS-II [34], and BRISQUE [35].

The SROCC statistics are reported in Tables III-V. As can
be seen from Tables III-V, MRLIQ outperforms most of the
NR IQAs. Remarkably, MRLIQ-I is better than DIIVINE on
most of the distortion types. Since these two algorithms use the
same image features, it can be concluded that the achievement
of MRLIQ-I just comes from its learning process. In MRLIQ,
although each model is trained on a specific distortion type,
all the training samples are associated with each model [refer
to (3)—~(5)]. Thus, the common features shared by different
distortions are exploited, and overfitting problem may be
prevented. DIIVINE takes a single-task learning framework.
It trains models separately for each distortion type. Each
model uses only a subset of training samples with the
identical distortion type. Relative to DIIVINE, MRLIQ-I
benefits from the proposed multi-task learning framework,
and thus has a better prediction ability than DIIVINE. We also
employ GM + LOG M3 image features in MRLIQ-II. The
statistics indicate that MRLIQ also performs well on these
image features. It can be observed that MRLIQ-II performs
better than GM + LOG M3 on JPEG, JP2K, Gblur, FF, and
all distortions on the LIVE database, and it is also better
than GM + LOG M3 on JPEG and WN distortions on the
CSIQ database. From Table III, it can be observed that deep
neural network [14]-[16] can boost the performances of the
NR-IQAs, especially for the CNN model [15]. From Table V,
MRLIQ (I and II) ranks within the top two on most of the
distortions of TID2013. MRLIQ-I is better than DIIVINE on
most of the distortions: #1—#4, #7-#13, #20-#22, and #24.
MRLIQ-IT is better than GM + LOG M3 on distortions #2—#4,
#06, #8, #12, #13, and #23.

For ML-based NR metrics, the success of them depends
on the effective image features and the ML training process.
From Tables III and IV, all the NR metrics work well on the
considered distortions, which indicates that the image features
used are effective on these distortions. However, for TID2013
in Table V, these NR metrics completely fail on distortions
#14—#18, which is because the involved image features cannot
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TABLE III
PERFORMANCE COMPARISONS (SROCC) AMONG MRLIQ AND THE BENCHMARKS ON THE LIVE DATABASE
PSNR | SSIM [MSSIM| FSIM |ESSIM|BLIINDS |DIIVINE|BRISQUE|CORNIA | BIQA |[GM+LOG| NSS [DLIQA| CNN [SDIQA |[MRLIQ|MRLIQ
-I1 M3) -TS -R -1 -1
JP2K [0.8762|0.9405| 0.9746 [0.9717|0.9809| 0.9386 | 0.9233 | 0.9229 | 0.9139 [0.9440| 0.9283 [0.9310|0.9330 (0.9520]|0.9210| 0.9483 | 0.9369
JPEG|0.9029(0.9462| 0.9793 |10.9834|0.9819| 0.9426 | 0.9347 | 0.9734 | 0.9647 |0.9450| 0.9659 ]0.9150{0.9140]0.9770|0.9010 | 0.9535 | 0.9701
WN [0.9173|0.9824| 0.9883 [0.9652|0.9764| 0.9635 | 0.9867 | 0.9851 0.9786 [0.9730| 0.9853 [0.9710]0.9680 [0.9780]|0.9620| 0.9756 | 0.9700
Blur {0.7801{0.9004| 0.9645 |0.9708|0.9917| 0.8994 | 0.9370 | 0.9506 | 0.9511 [0.9530 0.9395 {0.9390|0.9470 {0.9620(0.9300 | 0.9523 | 0.9562
FF |0.8795(0.9514| 0.9488 {0.9499(0.9476| 0.8790 | 0.8916 | 0.9030 | 0.8768 |0.9080( 0.9008 {0.9350|0.8570{0.9080(0.8870|0.9212 | 0.9071
All 0.8636(0.9129] 0.9535 0.9652(0.9611| 0.9124 | 0.9250 | 0.9395 | 0.9350 [0.9380| 0.9511 [0.9300]0.9290 [0.9560|0.9230| 0.9401 | 0.9528
TABLE IV
PERFORMANCE COMPARISONS (SROCC) AMONG MRLIQ AND THE BENCHMARKS ON THE CSIQ DATABASE
PSNR | SSIM [MSSIM| FSIM |ESSIM|BLIINDS |DIIVINE|BRISQUE|CORNIA | BIQA [GM+LOG|MRLIQMRLIQ
-1 M3) -1 -1
JP2K [0.9362|0.9606| 0.9683 [0.9685|0.9676| 0.8870 | 0.8692 | 0.8934 | 0.8950 [0.8580| 0.9172 |0.9221|0.9011
JPEG|0.8881]0.9546| 0.9634 10.9654(/0.9649| 0.9115 | 0.8843 | 0.9253 | 0.8849 |0.8420( 0.9328 | 0.9012 | 0.9404
WN [0.9363(0.8974| 0.9471 [0.9262|0.9494| 0.8863 | 0.8131 | 0.9310 | 0.7980 [0.8060| 0.9406 |0.8873|0.9413
Blur [0.9291]0.9609| 0.9711 |0.9729{0.9629| 0.9152 | 0.8756 | 0.9143 | 0.9006 |0.8380| 0.9070 |0.9102 | 0.8966
All 10.9216]0.8716| 0.9535 [0.9616/0.9438| 0.9003 | 0.8697 | 0.9085 | 0.8845 |0.8430| 0.9243 | 0.8925 | 0.9219
TABLE V
PERFORMANCE COMPARISONS (SROCC) AMONG MRLIQ AND THE BENCHMARKS ON THE TID2013 DATABASE
PSNR | SSIM | MSSIM | FSIM | ESSIM BLI_III;IDS DIIVINE | BRISQUE | BIQA | CORNIA GI\EI;[];?G MR_]I“IQ M[_(IIEIQ
#1|0.9291| 0.8528| 0.8646 | 0.9216| 0.8972| 0.7985 0.8885 0.9069 |0.7010/ 0.6660 0.9527 | 0.8922| 0.9441
#2| 0.8981| 0.7737| 0.7730 | 0.8211| 0.8177| 0.7127 0.7646 0.8465 |0.5640/ 0.5110 0.8715 | 0.7861 | 0.8762
#3] 0.9200| 0.8616| 0.8544 | 0.9401| 0.8751| 0.7281 0.8423 0.8228 |0.6920 0.7720 0.8138 | 0.8463 | 0.8333
#4| 0.8323| 0.8090| 0.8073 | 0.7353| 0.7937] 0.5985 0.7862 0.6464 |0.4090| 0.4240 0.7369 | 0.7753 | 0.7719
#51 0.9140| 0.8461| 0.8604 | 0.8959| 0.8971| 0.8364 0.9399 0.9401 | 0.8380] 0.7890 0.9403 | 0.9215| 0.9207
#6| 0.8968| 0.7995| 0.7629 | 0.8398| 0.8076| 0.8022 0.9027 0.9165 |0.7760] 0.6240 0.8715 0.8926 | 0.8806
#7| 0.8808| 0.8055| 0.8706 | 0.8747| 0.8713 | 0.8258 0.6442 0.8227 ]0.6650/ 0.7470 0.8997 | 0.7821| 0.8522
#8] 0.9149| 0.9629| 0.9673 | 0.9701| 0.9550| 0.9176 0.9192 0.8912 |0.8980] 0.8760 0.9068 | 0.9206| 0.9119
#9( 0.9480| 0.9102| 0.9268 | 0.9435| 0.9301| 0.7708 0.7658 0.6865 |0.7760] 0.8080 0.8458 | 0.8123| 0.8024
#101 0.9189( 0.9096| 0.9265 | 0.9295| 0.9328 | 0.8639 0.7335 0.8346 |0.8320 0.8410 0.9104 | 0.8311| 0.8906
#11) 0.8840( 0.9049| 0.9504 | 0.9602| 0.9577| 0.8781 0.8638 0.8847 |0.9010] 0.8240 0.9300 | 0.9042 | 0.8865
#12 0.7685| 0.8183| 0.8475 | 0.8415| 0.8466| 0.4992 0.5931 0.4281 - - 0.5085 0.6258 | 0.6961
#13] 0.8883| 0.8696| 0.8889 | 0.9104| 0.8912| 0.6450 0.7738 0.8150 — — 0.7573 0.8036 | 0.8125
#14) 0.6863| 0.7594| 0.7968 | 0.7980| 0.7917| -0.0755 | 0.2285 0.1994 - - 0.1029 | 0.3501| 0.1231
#15 0.1552| 0.6169| 0.4801 | 0.6694| 0.5507| 0.0657 0.0281 0.1508 - - 0.1775 | 0.0196 | 0.1566
#16| 0.7671| 0.7767| 0.7906 | 0.7572| 0.7524 | 0.0380 NaN NaN — — NaN NaN NaN
#17] 0.4400| 0.3481| 0.4634 | 0.4681| 0.4675| 0.0490 0.3962 0.2793 - - 0.5072 | 0.3600| 0.4699
#18 0.0766|-0.4055 -0.4099 |-0.3567] -0.3790| -0.0050 NaN 0.3508 - - NaN NaN NaN
#19 0.8905( 0.7748| 0.7786 | 0.8610| 0.8468| 0.7338 0.8088 0.8174 |0.6200 0.6170 0.8185 | 0.7842| 0.8034
#20) 0.8411| 0.8188| 0.8528 | 0.9090| 0.9118| 0.5063 0.5316 0.3504 - - 0.6185 | 0.6011 | 0.6024
#21) 0.9145| 0.9114| 0.9068 | 0.9613| 0.9470| 0.8358 0.6589 0.6977 ]0.6150 0.7750 0.8470 | 0.6842| 0.8335
#221 0.9269( 0.7892| 0.8555 | 0.8928| 0.8757| 0.7985 0.8038 0.8885 | 0.8150| 0.7660 0.9131 0.8212 | 0.8701
#23] 0.8872| 0.8880| 0.8784 | 0.8854| 0.8713| 0.5738 0.8071 0.8315 |0.7540 0.7190 0.7341 0.7823 | 0.7569
#24 0.9042| 0.9031| 0.9483 | 0.9662| 0.9563| 0.8599 0.8388 0.8581 |0.8920/ 0.8920 0.8873 0.8788 | 0.8862

represent these distortions. Most of the existing image fea-
tures were designed for measuring the degradation of image
quality by noise, compression, and transmission error. For
distortion #18 in Table V, even the full reference (FR) metrics
fail since it concerns only the changes of color components.
In Table V, the bad statistical results are italicized, and the
reader can ignore them. NaN represents the bad results leading
to overflow. The statistical results of CORNIA and BIQA are
referred to in [11] and [17], where no statistics are provided
for distortions 12—18 and 20.

In multi-task learning, each image contributes to all tasks
with a certain weight described by the parameter o in (3),
where o is responsible for clustering images with respective
to their distortion types. For analyzing «, the LIVE image
database is used. It has five distortion types with a distinct
distortion characteristic, so five image clusters are considered,
each of which consists of images of the same distortion
type. Thus, « is a 5D vector (al, a2, a3, a4, and a5),
and a; represents the weight/probability of an image as to the
jth task. Fig. 3 shows the average a for images of each cluster.
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Fig. 3. Average o for images of different clusters [in this experiment, five
image clusters: C1, C2, C3, C4, and CS5 are given by the distortion of JP2K,
JPEG, WN, Gblur, and FF, respectively. Therefore, five bar sets are drawn in
the figure. For each image, o is a 5D vector (al, a2, a3, a4, and a5) and
the jth element of a represents the weight/probability of this image as to the
Jjth task. For each cluster (Cj, j =1,2,...,5), the average « for images of
that cluster is drawn in a bar set and the height of each bar represents the
weight/probability of images of that cluster as to each task].

TABLE VI

PERFORMANCE COMPARISONS (SROCC): TRAINED ON THE
L1VE DATABASE AND TESTED ON THE CSIQ DATABASE

WN |JPEG |JP2k |Gblur |PN GCD_|AllSub
DIIVINE 0.8662(0.8689(0.8692[0.8667|0.3840/0.4130|0.8621
BLIINDS-II  |0.8680(0.8930{0.8330{0.8420{0.4040/0.1710|0.8610
BRISQUE 0.8160]0.3740{0.6840{0.7290/0.1450/0.1460]|0.4310
CORNIA 0.7490]0.8910/0.9010/0.8840)0.4140/0.3020|0.8810

GM+LOG M3/0.9241]0.9092(0.8764]0.8621|0.3477|0.0258]0.8948

BIQA 0.8240(0.8570{0.8850{0.8450/0.2380/0.1040|0.8480
MRLIQ-I 0.8865(0.9018(0.8910{0.8846|0.4652|0.3583|0.9088
MRLIQ-II 0.9215|0.8959/0.9011)0.8965|0.4002|0.3117]0.9115

In addition, the statistics of « is also averaged over the
1000 times of training processes mentioned above. There
are five clusters labeled C1, C2, C3, C4, and C5 in Fig. 3.
For each cluster, the bar aj (j = 1,2,...,5) represent the
weight/probability of images of that cluster as to the jth task.
From Fig. 3, the jth element of « is biggest for the jth training
task, which indicates that the images of cluster j contribute
most to the jth task. This phenomenon coincides with the
functionality of the parameter o in (3). By this clustering
parameter o, each image is related to all tasks with certain
weights on the one hand. On the other hand, the common
features among different distortions are explored for jointly
training all IQA models in the proposed multi-task learning
scheme.

C. Performance Across Databases

To verify that MRLIQ is independent of database, it is
trained on the whole LIVE database and tested on the
CSIQ and TID2013 databases. The SROCC statistics are
reported in Tables VI and VII. For CSIQ database, JPEG,
JP2k, WN, and Gblur are four common distortions in both
LIVE and CSIQ, and the additive Gaussian pink noise (PN)
and global contrast decrements (GCD) distortion types are
outside of the LIVE database. Thus, the image quality pre-
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diction fails on these two distortions. AllSub represents the
statistics across JPEG, JP2k, WN, and Gblur without PN and
GCD. The competitions are performed among several closely
related ML-based NR-IQA metrics. The bold fonts highlight
the best metrics. It can be observed that MRLIQ (I and II)
ranks within the top two on all the distortion types. MRLIQ-II
performs best on JP2K and Gblur among all the competitors.
MRLIQ-I is better than DIIVINE on WN, JPEG, JP2K, Gblur,
and PN. MRLIQ-II is better than GM + LOG M3 on JP2K,
Gblur, PN, and GCD and a little inferior to the latter on
WN and JPEG. All in all, MRLIQ is competitive among
all compared metrics. TID2013 has 24 distortion types, and
the SROCC statistics on each distortion type are reported
in Table VII for MRLIQ and the benchmarks. Since distortions
#12—#18 and #20 are excluded from the training set, all of the
NR-IQA models fail on these distortions. In addition, it also
implies that these distortion types are much different from the
distortions in the training set. Thus, the correlation coefficients
of SROCC are very bad on these distortions. For the distortion,
which is although excluded from the training set, but with
the similar property as the one in the training set, the trained
models still work well. For example, for #19: multiplicative
Gaussian noise, we can still obtain good results, i.e., high
SROCC by the considered models.

D. Performance on Hybrid Distortions

In practice, the images are usually distorted by more than
one distortion. We test the MRLIQ and several NR-IQA
metrics on the LIVEMD database [33]. It contains two hybrid
distortions (please refer to Table I). The same train—test split
as Section III-B is employed and the performance comparisons
are tabulated in Table VIII.

Since LIVEMD is a new database, there is no compre-
hensive performance report on it. We implement DIIVINE,
BLIINDS-II, BRISQUE, and GM + LOG M3 and report the
SROCC statistics of them on LIVEMD in Table VIII. We use
the absolute same SVR for training models in these algorithms.
The standard LIBSVM package [36] is employed to implement
the SVR. In addition, the genetic algorithm is used to get
optimized parameters. The MATLAB code can be accessed
via our homepage [37]. Since these algorithms use the same
SVR training process, the only difference of them lies in the
different image features. DIIVINE uses the statistics Wavelet
pyramid decomposition on a whole image, BLIINDS-II uses
an NSS model of blocked DCT coefficients, BRISQUE uses
an NSS in the spatial domain, and GM + LOG M3 uses the
statistical distributions of GM and LOG coefficients.

From Table VIII, the proposed model performs best among
all the competitors. Among these five IQA models, DIIVINE
and MRLIQ-I, GM + LOG M3, and MRLIQ-II use the same
image features, respectively, so it can be concluded that
the achievement is due to the proposed multi-task learning
method.

E. Performance of Distortion Classification

To predict the image quality of an image with an unknown
distortion type, a classifier is first employed to identify its
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TABLE VII
PERFORMANCE COMPARISONS (SROCC): TRAINED ON THE LIVE DATABASE AND TESTED ON THE TID2013 DATABASE
#1 #2 | #3 #4 | #5 #o | #7 | #8 #9 | #10 | #11 | #12 | #13 | #14 | #15 | #16 | #17 | #18 | #19 | #20 | #21 | #22 | #23 | #24
DIIVINE  [0.855/0.712]0.463]0.675]0.878{0.806(0.165]0.834|0.723]0.629{0.853[0.239|0.061|0.060{0.093{0.010|0.460]0.06810.787{0.116{0.633|0.436|0.661|0.833
BRISQUE  0.889]0.784|0.380{0.674|0.888|0.686|0.757|0.769]0.559|0.842|0.855[0.045[0.390|0.183|0.215]0.097|0.189|0.183]0.781[0.194[0.738 | 0.787] 0.693| 0.892
BLIINDS-II [0.7880.562]0.369]0.668[0.802{0.632|0.518)0.8280.703]0.645(0.7210.11210.305]0.119{0.251{0.083|0.052]0.296|0.731{0.095|0.574|0.616]0.670|0.829
CORNIA  [0.761]0.679{0.615|0.686|0.8280.741]0.399{0.915|0.8340.885|0.899(0.622(0.655|0.371]0.168|0.123[0.173|0.071)|0.659]0.483|0.874[0.530(0.749|0.714
BIQA 0.76410.727(0.505|0.664]0.736|0.732(0.768[0.818|0.742]0.8730.908 [ 0.105[0.408) 0.082]0.3580.208{0.099|0.332]0.657]0.096]0.636[0.840 | 0.636 | 0.895
GMA+LOG (M3)0.876[0.796[0.616 |0.684|0.915|0.801|0.820{0.836|0.615[0.848(0.801 |0.091|0.504]0.017|0.371{0.112{0.193[0.291|0.784|0.127]0.676|0.479|0.557|0.546
MRLIQ-I  [0.898(0.882(0.391]0.725{0.901{0.826|0.537|0.886(0.852(0.875]0.919(0.336(0.258[0.188[0.089[0.158[0.267[0.153[0.820(0.139[0.782[0.687[0.765|0.916
MRLIQ-IT  10.877]0.826]0.561{0.695|0.890]0.816]0.717]0.869{0.8220.895]0.892|0.286{0.458{0.108|0.25910.195]0.231{0.218{0.7900.151]0.792]0.627]0.685[0.809
TABLE VIII TABLE IX

PERFORMANCE COMPARISONS (SROCC) ON THE LIVEMD DATABASE

BLIINDS- | DIIVINE | BRISQUE | GM+LOG | MRLIQ- | MRLIQ-

i (M3) I 0
#1[0.9025 09227 [09109 [0.9055  [0.9504 |0.9233
#2/0.9015  [0.8663 |0.8946 |0.8376 09158 |0.9201

Probability

Distortion type

Fig. 4. Probability of each distortion is mistakenly judged to other distortions
(1, 2, 3, 4, and 5 represent the distortion type of JP2K, JPEG, WN, Gblur,
and FF, respectively).

distortion type. Referring to [8], an SVM classifier with five
distortion types is trained on the LIVE database in this work.
Here, the NSS image feature as in [8] is employed for training
the classifier.

To test the classification accuracy of the trained classifier,
the same train—test split as Section III-B is employed for
training and testing. The classification accuracy is reported
in Table IX for individual distortion and across distortion.
It can be observed that this classifier can identify white noise
very well. For other distortion, the accuracy is acceptable.
In addition, the soft classification strategy is employed, which
computes the probability of each distortion type of an image.
And then, a quality score is computed from each model
specific for each distortion type. The average of these scores
is the final quality score of the image. Fig. 4 illustrates that
the probabilities of each distortion type is judged to other
distortion types. For example, distortion 1 is mistakenly judged
to distortions 2, 3, 4, and 5 with the probabilities of about
0.02, 0.01, 0.02, and 0.13, respectively. Table IX gives the
accuracy of distortion classification using the trained SVM
classifier on the LIVE image database, where the accuracy

MEDIAN CLASSIFICATION ACCURACY OF CLASSIFIER ACROSS
1000 TRAIN-TEST TRIALS ON THE LIVE IMAGE DATABASE

JP2K | JPEG | WN | Gblur | FF All
MRLIQ 83.08 | 91.85 | 95.36 | 90.93 | 80.27 | 84.53
NSS-TS [13] | 94.44 | 94.37 | 96.67 | 93.33 | 93.33 | 93.39

of more than 80% can be achieved for all distortion types.
Referring to [13], the distortion classification accuracy can
be significantly improved using a multiclass MKL. More
than 90% accuracy was reported in [13] for both individual
distortion and all distortions, as shown in Table IX. In the
proposed MRLIQ, soft classification [8] is employed so that
an image is associated with multiple models by a set of
weighting factors instead of the single one as in [13], which
is particularly beneficial for hybrid distortion.

IV. CONCLUSION

In this paper, we have investigated pairwise rank learning
and multi-task learning for IQA. First, since it is less confusing
to give preference for the two compared images than to rate
them for the subjects, PC is more reliable than image quality
rating for small image quality difference in subjective evalua-
tion. Based on this point, the proposed MRLIQ is superior to
the traditional image-quality-rating-based approaches. Second,
due to the significant difference in the statistics of different
distorted images, each model for each distortion type is more
accurate than the methods without distortion type discrimina-
tion. In addition, multiple models are trained simultaneously
on all the training samples with the consideration of sharing
a common feature and highlighting a specific feature of each
task in MRLIQ, and this enhances the generalization ability
of trained models. All in all, MRLIQ takes a fundamental and
interesting departure from the traditional learning framework
optimized on numerical rating systems and trained models sep-
arately, so a meaningful exploration on the new perspectives
of IQA research is presented.
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