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1: Matching between image and sentence  

Playing an essential role in 

many image and sentence 

applications 

o  Image retrieval with 

sentence 

o  Image annotation with 

sentence 

Occurring at different levels 

o  Word-level relations 

o  Phrase-level relations 

o  Sentence-level relations 

Contact: Dr. Lin Ma (forest.linma@gmail.com) 

4:  Experiment Results 

3:  Matching CNN 

m-CNNs summarize the image, compose words of  the sentence into different 

semantic fragments, and learn the matching relations and interactions 

between image and the composed fragments. 

m-CNNs fully exploit complicated matching relations between image and 

sentence by letting image and the composed fragments of  the sentence meet 

and interact at different levels. 

m-CNNs outperform the state-of-the-art approaches for bidirectional image 

and sentence retrieval on the Flickr8K, Flickr30K, and Microsoft COCO 

datasets. 

Word-level matching CNN: image meets the word-

level fragments of  sentence: 

o Convolution: composing higher semantic 

representations from words and learning interaction 

between image and word 

o Gating: eliminating unexpected matching noises 

from convolution 

 

 

o Max-pooling: filtering out unreliable compositions 

Phrase-level matching CNN: deferring the 

interactions until some higher semantic 

representations composed from words by 

convolution and max-pooling processes.  

o Short phrase: objects and their relationships 

o Long phrase: objects, their activities, and their 

relative positions  

Bidirectional image and sentence retrieval on 

Flickr8K 

Contributions 

2: Multimodal Convolutional Neural Network  

    (m-CNN) 

•Image CNN:  Encoding image 

content 

 

 

Matching CNN:  learning  the 

joint representation of  image 

and sentence 

o  Composing words to different 

semantic fragments 

o  Learning interactions between 

image and word compositions 

 

MLP:  Summarizing the 

matching score 

Sentence-level matching CNN: deferring the matching until the sentence is fully 

represented.  

o Sentence CNN: three layers of  convolution and max-pooling 

o Multimodal layer: concatenating the image and sentence representations  

Training: m-CNNs are trained with contrastive sampling using a ranking loss function.  

Bidirectional image and sentence retrieval on 

Flickr30K 
Bidirectional image and sentence retrieval on 

Microsoft COCO 


