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Abstract—In this paper, an accurate and efficient full-reference
image quality assessment (IQA) model using the extracted Gabor
features, called Gabor feature-based model (GFM), is proposed for
conducting objective evaluation of screen content images (SClIs).
It is well-known that the Gabor filters are highly consistent with
the response of the human visual system (HVS), and the HVS
is highly sensitive to the edge information. Based on these facts,
the imaginary part of the Gabor filter that has odd symmetry
and yields edge detection is exploited to the luminance of the
reference and distorted SCI for extracting their Gabor features,
respectively. The local similarities of the extracted Gabor features
and two chrominance components, recorded in the LMN color
space, are then measured independently. Finally, the Gabor-
feature pooling strategy is employed to combine these measure-
ments and generate the final evaluation score. Experimental
simulation results obtained from two large SCI databases have
shown that the proposed GFM model not only yields a higher
consistency with the human perception on the assessment of SCIs
but also requires a lower computational complexity, compared
with that of classical and state-of-the-art IQA models.!

Index Terms—Image quality assessment (IQA), screen content
images (SCIs), Gabor feature.

I. INTRODUCTION

N RECENT years, the screen content images (SCIs) have
received more and more attentions, since they are widely
deployed in various multimedia applications and services, such
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be available at

as remote screen sharing, cloud gaming, online news and
education, electronic brochures, and so on [1]-[3]. Unlike
the natural images that mostly contain natural scenes and are
acquired by cameras, the SCIs can be a mixture of natural
images with computer-generated content, such as graphics,
texts, charts, symbols, and so on. Therefore, the inherited
characteristics of the SCIs are quite different from that of
the natural images [4]. For example, an advertisement poster
image could contain one or multiple images inserted together
with text description and plots, and so on. Such image tends
to have sharp edges, and high-contrast and vivid few colors in
certain regions on the image field.

Since the human eyes are the final receiver of the images,
image quality assessment (IQA) becomes an important issue in
the field of image processing task with the goal of objectively
evaluating the image quality in accordance with the human
visual system (HVS). Generally speaking, the IQA models
can be roughly classified into three categories according to
the availability of the reference image: full-reference (FR),
reduced-reference (RR), and no-reference (NR). This paper
focuses on FR-IQA models, which are widely applied in
various practical scenarios. For example, they can be used
to evaluate the performances of various image processing
algorithms [5], guide the image/video coding algorithms for
improving the perceptual coding efficiency [6], [7], and assist
the development of NR-IQA models [8], [9]. In what follows,
the classical and some state-of-the-art FR-IQA models will be
succinctly described.

A FR-IQA model is to compute the degree of similar-
ity between the distorted image and its reference image.
The simplest and commonly-used FR-IQA models are the
peak signal-to-noise ratio (PSNR) and the mean square
error (MSE). However, it is quite well-recognized that the
evaluation scores computed by these two models are often
inconsistent with the judgments made by the HVS, since
they only consider the differences incurred at the pixel
level [10]. A milestone IQA model, called the structural
similarity (SSIM) [11], considers the fact that the HVS is
highly sensitive to the image’s structural information and
thus incorporates this thesis into the development. To further
improve the SSIM’s performance, various FR-IQA models are
proposed, such as visual information fidelity (VIF) [12], fea-
ture similarity (FSIM) [13], gradient similarity (GSIM) [14],
information weighted SSIM (IW-SSIM) [15], gradient magni-
tude similarity deviation (GMSD) [16], visual saliency-based
index (VSI) [17], and perceptual similarity (PSIM) [18]. They
all exploit various properties of the HVS (e.g., edges [16],
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micro- and macro-structures [18], salient regions [19], and so
on). However, the above-mentioned FR-IQA models are devel-
oped for evaluating the natural images and therefore might not
be applicable to the SCIs. This is mainly due to the fact that
some fundamental characteristics inherited from the contents
of these two types of images are quite different [6], [20]. This
motivates the need to design an accurate FR-IQA model for
the SCIs.

To investigate the perceptual quality assessment of the
SCIs, Yang et al. [21] propose an SCI IQA model, called
SCI Perceptual Quality Assessment (SPQA), by considering
the visual difference of the textual and pictorial regions,
while Wang et al. [6] employ the visual-field adaptation with
content weighting. Gu et al. [22] come up with a new IQA
model for the SCIs, called the structure-induced quality met-
ric (SIQM), and their further work exploits the saliency-guided
gradient magnitude to conduct similarity measurement [23].
Fang et al. [24] evaluate the quality of SCIs by structure
features and uncertainty weighting. Gu et al. [25] systemat-
ically combines the measurements of variations in global
and local structures to predict the quality of SCIs. Recently,
Ni et al. [26] exploit three salient edge attributes extracted
from the SCIs in their developed IQA model, called edge
similarity measurement (ESIM), which shows the superior
performance among the existing comparable models. It is
worth to mention that a new SCI database, denoted as SCID,
is also developed and presented in [26].

Despite the above-mentioned efforts, it is our interest to
further investigate a more accurate IQA metric or model for the
SClIs. In this paper, a novel full-reference Gabor feature-based
quality assessment model for the SCIs is proposed, called
the Gabor feature-based model (GFM). This is motivated by
the fact that an image representation yielded by a set of
properly-chosen Gabor filters are highly consistent with the
response or judgement as made by the HVS when the human
eyes view the image. In our approach, therefore the Gabor
features are first extracted from the luminance (i.e., the L com-
ponent recorded in the LMN color space) of the reference and
distorted SCI, separately. On this feature-extraction process,
a specially-designed Gabor filtering (i.e., the imaginary part
with odd symmetry) is conducted on the horizontal and the
vertical directions, respectively. The obtained filtering results
are combined to form the Gabor feature map. The degree of
similarity measurement is then conducted on these maps for
the luminance part and for the chrominance components inde-
pendently, between the reference and distorted SCIs. Finally,
the developed Gabor-feature pooling strategy is employed
to combine these measurements and generate the final IQA
evaluation score for the SCI under evaluation. Experimental
simulation results obtained from two large SCI databases
have shown that the proposed GFM not only yields a higher
consistency with the HVS perception on the evaluation of
the SCIs but also requires a lower computational complexity,
compared with that of the classical and several state-of-the-art
IQA models.

The remaining of this paper is organized as follows.
In Section II, the proposed SCI quality assessment model
based on the Gabor feature is presented. In Section III,
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extensive performance evaluation of the proposed IQA model
and multiple state-of-the-art IQA models are conducted and
compared. Finally, Section IV draws the conclusion.

II. PROPOSED GABOR FEATURE-BASED MODEL
FOR THE SCREEN CONTENT IMAGES

A. Motivation and Overview

Generally speaking, a desirable IQA model or metric should
yield the computed evaluation score that is highly consistent
with the HVS perception. Furthermore, the computational
complexity of the IQA model should be as low as possi-
ble from the viewpoint of practical applications. The main
objective of our proposed IQA model lies in: how to extract
and select the salient features from the SCIs with low com-
putational complexity, and hopefully these features are able
to effectively characterize the HVS perception. According to
the psychophysical and physiological experimental findings,
the profiles of the receptive fields of the simple cells resided
in the primary visual cortex of the mammal closely resemble
the shapes of the frequency response of the Gabor filter [27],
[28]. This reveals that the Gabor filter might be able to
well characterize the HVS perception and thus can be used
to effectively model the visual features of the image. With
this motivation, the Gabor feature-based model (GFM) for
evaluating the image quality of the SCIs is proposed in this
paper with the framework as shown in Fig. 1, which consists
of the following stages:

1) Color Space Conversion: As a full-reference IQA model,
both the reference SCI (denoted by r in the subscript)
and the distorted SCI (denoted by d in the subscript) are
converted from the RGB color space to the LMN color
space for decorrelating the luminance and chrominance
components.

2) Extraction of the Gabor Features for the Luminance: The
horizontal- and vertical-oriented imaginary-part Gabor
filters are respectively used to convolve with the lumi-
nance component L,(x,y) of the reference SCI and
the luminance component Ly (x, y) of the distorted SCI.
Note that the imaginary-part Gabor filter can effectively
detect edge, which is the salient and sensitive attribute of
the HVS. The filtered results are combined to generate
the Gabor feature maps, G,(x,y) and Gg4(x, y), of the
reference and the distorted SClIs, respectively.

3) Similarity Measurements: The Gabor feature similar-
ity measurement will be conducted by comparing the
Gabor feature maps G,(x, y) and Gg4(x, y) to arrive at
the Gabor feature similarity map Sg(x, y). Likewise,
the chrominance component’s similarity map Sc(x, y)
will be computed based on the chrominance component
maps Mr(x, y)? Md(x’ y)7 Nr(x’ y)? and Nd(-xa y)

4) Feature Pooling: The generated similarity maps,
Sc(x,y) and Sc(x,y), will be fused by the proposed
Gabor-feature-based pooling strategy for yielding the
final IQA evaluation score.

The proposed GFM as outlined above will be successively
described in detail in the following subsections.
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Fig. 1.

B. The Imaginary-Part Gabor Filter

A 2D Gabor filter can be described as a 2D Gaussian
kernel function, modulated by an direction-oriented complex
sinusoidal plane wave, as follows.

G(x,y)
1 _1 / 2 / 2
- exp{— (x—) +(y—) exp(j2m fx),
2w ooy 2 Oy oy
(D
where

x' = xcos0 + ysind;

y = ycosO — xsin0,

where (x, y) denotes the pixel coordinate in the image, f is
the frequency of the sinusoidal plane wave (x’,y’), and 0 is
the rotation angle of the sinusoidal plane wave, oy and o,
are the standard deviations of the Gaussian function in the
x-direction and y-direction, respectively, which characterize
the spatial extent and the bandwidth of the Gabor filter. In this
paper, f, ox, and o, are empirically determined as 0.2, 2.15,
and 0.15, respectively.

By exploiting the Euler identity,
jé

e!’ = cosO + jsind, 2)

the Gabor filter in (1) can be expressed as a set of two
2D filters—one involves the cosine term (i.e., generating the
Gabor’s real part, equivalently), and the other involves the sine
term (i.e., the Gabor’s imaginary part), respectively. That is,

Ge(x,y)
1 _1 / 2 / 2
= _—expy — (x_) + (y_) cos(2m fx),
2rox0y 2 Oy Oy

GO(-X9 y)

M/ 7\2 ’
= ;exp[_—l (x_) + (y—)z:” sinrfx’). (3)
2w ooy 2 Oy Oy

Fig. 2 shows a set of 2D Gabor filters, demonstrating
two components: the real-part Gabor filter, G.(x, y) and the
imaginary-part Gabor filter, G,(x, y). Further note that the

The framework of the proposed Gabor feature-based model (GFM) for objectively evaluating the screen content images (SCIs).

0.015 0.015
0.01
0.005
0
-0.005

-0.01

-0.015

Fig. 2. An illustration of a set of 2D Gabor filters: (a) the real- part Gabor
filter, G¢(x, y) (with even symmetry), and (b) the imaginary-part Gabor filter,
Go(x,y) (with odd symmetry).

Ge(x,y) is even symmetric and often used as an effective
blob detector in the field of image processing [29], while the
Gy(x,y) is odd symmetric and exploited as an efficient and
robust solution for conducting edge detection [30].

Since the HVS is highly sensitive to the edge information
(e.g., [14], [16], [31]) and a typical SCI contains abundant
edge information, this motivates us to exploit the imaginary-
part Gabor filter (i.e., G,(x,y)) to conduct the perceptual
evaluation for the SCIs. Certainly, a set of orientations €
in (1) can be chosen to create a set of G,(x, y) filters, with
each filter corresponding to one specifically chosen orientation
6 for capturing the spatial locality of the image content
along that direction. Obviously, the more the directions are
involved, the higher the computational complexity is required.
Considering the tradeoff between the representation effective-
ness and the computational efficiency, only two directions
are chosen in our work; that is, § = 0 and 6 = =x/2,
as follows: based on the observation that the visual orientation
sensitivity tends to be much higher in a cardinal orientation
(i.e., a horizontal or a vertical direction) compared with other
oblique orientations [32], [33]. Therefore, by individually
substituting # = 0 and 8 = /2 into (1), the horizontal- and
vertical-oriented odd Gabor filters G,(x, y) can be obtained
and denoted as Gﬁ (x,y) and GY(x, y), respectively. That is,

G"(x,y)

B 1 —1 x\? y 2 (2
_727“7)(% eXp | (U_x) —i—(a—y) sin(2rm fx),
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Fig. 3.

Go(x,y)
1 ] 2 N2
= ——expy— (l) + (_x) sinQ2x fy). 4)
2rox0oy 2 Oy oy

C. Extraction of the Gabor Features for the Luminance

In our work, an IQA model is developed to assess the
image quality of the SCIs by considering both the luminance
and the chrominance components, as shown in Fig. 1. First,
the proposed approach converts the given reference SCI r
and its distorted version d from the RGB color space to the
LMN color space individually [34]. The conversion has the
effect of decorrelating the luminance component (L) from the
chrominance components (M, N) [17]; that is, for all pixels,

Le(x,y) 0.06 0.63 0.27 R-(x,y)
M:(x,y) [=| 030 0.04 —0.35 G-(x,y) |, (5
Ny (x,y) 0.34 —-0.60 0.17 Br(x,y)

where L-(x, y), M;(x, y), and N, (x, y) denote the luminance
and two chrominance components at the pixel position (x, y)
of the SCI image ¢ (where ¢ := {r, d}), respectively. Note that
the LMN color space is selected in this work, since the weights
in the LMN conversion are optimized for the HVS [35].

The Gabor filters as established in (4) are then applied to the
luminance component of each SCI. That is, the input SCI will
be convolved with each filter in (4) to generate the horizontal
and vertical responses. That is,

He(x,y) = Gh(x,y) ® Le(x,y)

VC(x9y): Gg(X,Y)@)L((X,Y)a (6)
where the symbol “®” denotes the convolution operator.
A further summation of these obtained responses is defined as

the so-called Gabor features for the luminance in this paper;
that is,

G((X,Y)=H((X,y)+vg(x,y), (7)

To demonstrate, the extracted Gabor features of a typical SCI
and its distorted versions, involving five different types of
distortions, are shown in Fig. 3, respectively.

A illustration of Gabor features of SCIs. [Row 1]: (a) a reference SCI, and the remaining distorted SCIs are caused by: (b) Gaussian noise;
(c) Gaussian blur; (d) motion blur; (e) JPEG compression; (f) JPEG2000 compression. [Row 2]: Their corresponding Gabor features, obtained by (7).

D. Similarity Measurements

Analogous to the practice excercised in [11], [13], [14],
[17], and [36], the Gabor feature similarity, between the
luminance components of the reference and distorted SCIs,
can be measured as

2G,(x,y) - Ga(x,y) + Cg
G2 (x,y) +G5(x,y) +Cg’

where Sg(x,y) € (0,1], G,(x,y) and G4(x,y) are the
Gabor feature maps of the r and d, respectively, and Cg is
a positive constant that supplies numerical stability when the
denominator converges to zero.

Besides the luminance distortion, the chrominance distortion
is also frequently encountered in the SCIs. For example, color
saturation changes are quite likely resulted from color render-
ing and screen sharing among different display devices under
different settings. Considering that the chrominance compo-
nents (i.e., M (x, y) and Ny (x,y)) also affect the perceptual
assessment about the visual quality of color images to a large
extent [17], [37], the chrominance similarity measurement is
measured to describe the quality degradation caused by color
distortions, which is defined as

2Mr(x9 y) ) Md(x9 y) + CC
M2 (x,y) + Mg (x,y) + Cc
2Nr(x,y)- Na(x,y) + Cc
NZ(x,y) + Nj(x,y) +Cc’
where M, (x,y), Ny(x,y) and My(x,y), Ng(x,y) are the
chrominance component maps of the reference SCI and the
distortion SCI, respectively. As the role of Cg played in (8),
Cc is a positive constant to ensure the numerical stability.
After performing the similarity measurement on the lumi-
nance and two chrominance components for the reference
and the distorted SCIs, the proposed GFM combines the
luminance’s similarity measurement S (x, y) and the chromi-
nance’s similarity measurement Sc(x, y) to obtain the local
quality map So (x, y):

So(x,y) =[S (x, )]* - [Sc(x, 1P,

Sc(x,y) = ®)

Sc(x,y) =

©)

(10)



4520

where a and f are two positive constants that are used to
adjust the relative importance of Sg (x, ¥) and Sc(x, y). In this
paper, these two parameter values are empirically determined
as a =1 and f = 0.04.

E. Gabor-Feature Pooling Strategy

As highlighted in Section II-B, the Gabor filters have shown
to fit well the receptive fields of the simple cell in the
primary visual cortex [27]. Intuitively, if a pixel has yielded
a larger Gabor-feature value, this implies that the HVS will
pay more attention on this pixel and result in stronger visual
quality perception from this location. Consequently, the Gabor
feature pooling strategy is designed with such considerations,
as follows.

At each pixel location (x, y), the Gabor feature response
from the reference SCI (i.e., G,(x, y)) and the distorted SCI
(i.e., G4(x,y)) will be considered, and the larger value of
these two quantities will be exploited as the weighting factor
to reflect the phenomenon as above-mentioned. Thus, a weight
map w(x,y) can be generated according to:

(1)

where | - | denotes the absolute-value function. Therefore,
the final IQA evaluation score can be obtained by performing
the weighted average over all the pixel locations (x, y) on the
local quality map Sp(x,y) as

Z C()(X, y) . SQ(X’ y)

(x,y)
> o(x,y)

(x,y)

w(x, y) = max{|G,(x, y)|, [Galx, y)I}.

GFM Score =

(12)

II1. EXPERIMENTAL RESULTS

In this section, extensive experimental results are presented
and discussed. These results are the performance evaluation
of various comparable IQA models, including the proposed
Gabor feature-based model (GFM). To conduct these exper-
iments, two large SCI databases are used. In what follows,
these databases and the evaluation criteria will be described,
followed by comparing the performance of the proposed
GFM and other state-of-the-art IQA models in terms of their
accuracy (i.e., the consistency to HVS) and efficiency (i.e.,
the computational complexity).

A. Database and Evaluation Criteria

1) SCI Database: Two publicly available SCI databases,
which are used to conduct the performance evaluations of
the IQA models, are summarized in Table I and succinctly
described as follows.

o SIQAD [21]: It consists of 20 reference SCIs and
980 distorted SCIs that are generated from the reference
SCIs with consideration of using seven types of image
distortions and with seven distortion levels created for
each distortion type. The distortion types considered in
this database are the Gaussian noise (GN), Gaussian blur
(GB), motion blur (MB), contrast change (CC), JPEG

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 27, NO. 9, SEPTEMBER 2018

TABLE I
Two PUBLICLY AVAILABLE IQA DATABASES FOR SCI

Reft Di Di i
Database eference istorted istortion Subjects No.
SCIs No.  SClIs No. Types
SIQAD 20 980 7 96
SCID 40 1800 9 186

compression (JPEG), JPEG2000 compression (J2K), and
the layer segmentation-based coding (LSC).

o SCID [26]: It contains 1,840 SClISs, including 40 reference
SCIs and 1,800 distorted SCIs created by rendering
these reference SCIs using nine different types of image
distortions and with five levels of degradations created for
each distortion type. Each of these 1,840 SClIs is with
a resolution of 1280x720. The above-mentioned nine
distortion types include Gaussian noise (GN), Gaussian
blur (GB), motion blur (MB), contrast change (CC), color
saturation change (CSC), color quantization with dither-
ing (CQD), JPEG compression (JPEG), JPEG2000 com-
pression (J2K), and HEVC-SCC.

2) Evaluation Criteria: By following the standard proce-
dures of conducting performance evaluation as suggested in
the video quality experts group (VQEG) HDTYV test [38], [39],
a nonlinear regression formula involving five parameters is
employed in this work to map the objective quality predictions
to the subjective scores

1
T+ explfalsi — f3)]

1
0i=p [5 ] + Basi +P5,  (13)

where s; is the perceptual quality score of the i-th distorted
SCI computed from an IQA model, and Q; is the correspond-
ing mapped score. The fitting parameters Sy, 52, 53, B4, and fs
are to be determined by minimizing the sum of squared errors
between the mapped objective score Q; and the subjective
MOS or DMOS values.

After the above-mentioned mapping, four performance
indices as commonly-used in the IQA field are exploited to
evaluate the proposed GFM model and other IQA models—
i.e., Pearson linear correlation coefficient (PLCC), Spear-
man rank-order correlation coefficient (SROCC), Kendall
rank-order correlation coefficient (KROCC), and Root mean-
squared error (RMSE). The PLCC evaluates the prediction
accuracy and is defined as

> (0: = Q)i — )

1

PLCC =
\/§(Qi — 0)%(m; —m)?

; (14)

where m; represents the subjective score (i.e., MOS or DMOS)
of the i-th distorted SCI, while 7 and Q are the mean values
of m; and Q;, respectively.
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TABLE 1I
PERFORMANCE COMPARISONS OF DIFFERENT IQA MODELS ON THE SIQAD AND THE SCID DATABASES

Criteria  PSNR SSIM IWSSIM VIF MAD FSIM GSIM GMSD VSI SCQI [SIQM SPQA SQI SQMS ESIM SVQI GEM

[11]  [15] [40] [411 [131 [14] [16] [171  [37] | [22] [21] [6] [23] [26] [25]
PLCC 0.5858 0.7561 0.6519 0.8083 0.5467 0.5888 0.5659 0.7291 0.5543 0.6026 [0.8520 0.8584 0.8644 0.8870 0.8788 0.8908 0.8828
SIQAD SROCC 0.5570 0.7566 0.6546 0.8069 0.5831 0.5824 0.5483 0.7305 0.5381 0.6113 |0.8450 0.8416 0.8548 0.8803 0.8632 0.8836 0.8735
KROCC 0.4209 0.5583 0.4977 0.6082 0.4486 0.4253 0.4054 0.5488 0.3874 0.4546 |0.6521 - - 0.6936 0.6742 0.6985 0.6876
RMSE 11.6008 9.3680 10.8550 8.4282 11.9857 11.5700 11.8014 9.7972 11.9152 11.4231|7.4936 7.3421 7.1982 6.6110 6.8310 6.5030 6.7234
PLCC 0.7622 0.7343 0.7877 0.8200 0.7736 0.7718 0.7042 0.8337 0.7694 0.7489 [0.8303 - - 0.8557 0.8630 0.8604 0.8760
SCID SROCC 0.7512 0.7146 0.7714 0.7969 0.7576 0.7550 0.6945 0.8138 0.7621 0.7814 |0.8086 - - 0.8320 0.8478 0.8386 0.8759
KROCC 0.5512 0.5180 0.5726 0.6055 0.5622 0.5541 0.4920 0.6183 0.5648 0.5826 |0.6168 - - 0.6429 0.6516 0.6502 0.6844
RMSE 9.1682 9.6133 8.7243 8.1069 8.9739 9.0047 10.0552 7.8210 9.0456 9.3846 {7.8920 - - 7.3276 7.1552 7.2178 6.8310
. PLCC 0.6740 0.7452 0.7198 0.8142 0.6602 0.6803 0.6351 0.7814 0.6619 0.6758 [0.8412 - - 0.8714 0.8709 0.8756 0.8794
A]?]lerrf;c;e SROCC 0.6541 0.7356 0.7130 0.8019 0.6704 0.6687 0.6214 0.7722 0.6501 0.6964 |0.8268 - - 0.8562 0.8555 0.8611 0.8747
KROCC 0.4861 0.5382 0.5352 0.6069 0.5054 0.4897 0.4487 0.5836 0.4761 0.5186 |0.6345 - - 0.6683 0.6629 0.6744 0.6860
. PLCC 0.7051 0.7414 0.7437 0.8162 0.7001 0.7126 0.6594 0.7998 0.6998 0.7015 [0.8373 - - 0.8658 0.8681 0.8702 0.8782
\Xilegrk;fges SROCC 0.6883 0.7282 0.7336 0.8001 0.7011 0.6991 0.6472 0.7868 0.6896 0.7263 |0.8204 - - 0.8476 0.8528 0.8532 0.8751
KROCC 0.5090 0.5310 0.5484 0.6064 0.5254 0.5124 0.4640 0.5958 0.5074 0.5412 |0.6282 - - 0.6593 0.6589 0.6658 0.6854
The SROCC and KROCC evaluate the prediction Cg, Cc, a, and f, are determined based on a subset of
monotonicity as SIQAD database, which contains 8 reference SCIs and their
N rendered 392 distorted SCIs. Following the same practices
6> di2 as suggested in [13], [23], and [37], those parameter values,
SROCC = 1 — i=1 . (15) leading to higher SROCC, will be selected. Through extensive
N(NZ —1) experiments, the values of Cg, Cc, a, and f are empirically

where d; is the difference between the i-th image’s ranks in
the subjective and objective evaluations, respectively, and N
denotes the total number of samples.

Z(NC - Nd)
NN —-1)~
where N. and N; denote the number of concordant and dis-

cordant pairs found in the database, respectively. The RMSE
evaluates the prediction consistency as

KROCC = (16)

1 n
— — C—m)2
RMSE = . E (Qi —mj)*=.

i=1

a7)

It should be pointed out that the higher the values of the
PLCC, SROCC, and KROCC, the better the performance
of the IQA model, since this indicates that the correlation
between the objective and the subjective scores is higher.
On the contrary, a lower RMSE value indicates a better
performance.

B. Performance Comparison and Analysis

To demonstrate its superiority, the proposed GFM model
is compared with multiple IQA models, including PSNR,
SSIM [11], IWSSIM [15], VIF [40], MAD [41], FSIM
(for grey image) [13], GSIM [14], GMSD [16], VSI [17],
SCQI [37], SIQM [22], SPQA [21], SQI [6], SQMS [23],
ESIM [26], and SVQI [25], where the last six IQA mod-
els are specifically designed for the SCIs (separated by a
vertical line in the following Tables II and III), while the
rest are all for evaluating the natural images. It is worth to
note that four parameters of the proposed GFM model—i.e.,

determined as 330, 100, 1, and 0.04, respectively.

1) Overall Performance Comparison: Table II lists the
overall performances of various IQA models on the SIQAD
and the SCID databases, respectively. In this table, the first-
ranked, the second-ranked, and the third-ranked performance
figures of each measurement criterion (i.e., PLCC, SROCC,
KROCC, or RMSE) are boldfaced in red, blue, and black,
respectively. Note that the program codes of all the models
under comparison are downloaded from their original sources,
except for two SCI ones (i.e., SPQA and SQI). Therefore,
the results of SPQA and SQI on the SCID database and some
particular results of SPQA and SQI on the SIQAD database
(e.g., KROCC of SPQA, KROCC of SQI, RMSE of SQI
on each distortion type) are not available. From Table II,
one can see that the proposed GFM yields the best overall
performance in terms of PLCC, SROCC, KROCC, and RMSE
on SCID database, compared with other state-of-the-art FR-
IQA models. On the SIQAD database, the proposed GFM
obtains third-place overall performance but almost comparable
to the top two models—SQMS and SVQI.

To show the comprehensive performance comparisons over
multiple databases, two commonly-used average measure-
ments are exploited to evaluate the average performance of
different IQA models over the SIQAD and SCID databases
in this work, as suggest in [15], [16], and [42].. These two
average measurements can be defined as below:

7= zlﬁil Pi - Wi
===
izl Wi
where M means the total number of databases (M = 2 in
this work), p; indicates the value of the performance index

(18)
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TABLE III
PLCC, SROCC AND RMSE COMPARISON OF VARIOUS IQA MODELS UNDER DIFFERENT DISTORTION TYPES ON THE SIQAD AND THE SCID DATABASES

SSIM IWSSIM VIF MAD FSIM GSIM
[11] [15] [40]  [41] [13] [14]

Distortions PSNR

GMSD VSI  SCQI | SIQM SPQA SQI SQMS ESIM SVQI
[16] [171 [37]1 | [22] [21] [6] [23] [26] [25]

GFM

GN 0.9053 0.8806 0.8804 0.9011 0.8852 0.7428 0.8448
GB 0.8603 0.9014 0.9079 0.9102 0.9120 0.7206 0.8831

0.8956 0.8762 0.8807|0.8921 0.8921 0.8829 0.8986 0.8891 0.9031 0.8990
0.9094 0.8502 0.8535|0.9124 0.9058 0.9202 0.9126 0.9234 0.9132 0.9143

A MB 0.7044 0.8060 0.8414 0.8490 0.8361 0.6874 0.7711 0.8436 0.6620 0.69490.8565 0.8315 0.8789 0.8654 0.8886 0.8722 0.8662

é CcC 0.7401 0.7435 0.8404 0.7076 0.3933 0.7507 0.8077 0.7827 0.7723 0.7119|0.7902 0.7992 0.7724 0.8022 0.7641 0.8087 0.8107

“ JPEG  0.7545 0.7487 0.7998 0.7986 0.7662 0.5566 0.6778 0.7746 0.7124 0.6782|0.7717 0.7696 0.8218 0.7850 0.7999 0.7953 0.8398
2K 0.7893 0.7749 0.8040 0.8205 0.8344 0.6675 0.7242 0.8509 0.7479 0.7225|0.7940 0.8252 0.8271 0.8261 0.7888 0.8342 0.8486

o LSC 0.7805 0.7307 0.8155 0.8385 0.8184 0.5964 0.7218 0.8559 0.7454 0.7418|0.7204 0.7958 0.8310 0.8119 0.7915 0.8283 0.8288
8 GN 0.9530 0.9354 0.9431 0.9699 0.9315 0.9516 0.9170 0.9273 0.9556 0.9319|0.9269 - - 0.9298 0.9563 0.9362 0.9497
= GB 0.7772 0.8711 0.9174 0.8999 0.8559 0.8493 0.8449 0.7348 0.8307 0.824410.9266 - - 0.9081 0.8700 0.9130 0.9156
MB 0.7615 0.8794 0.9055 0.8421 0.8362 0.8523 0.8383 0.7954 0.8177 0.8147|0.9152 - - 0.8968 0.8824 0.8997 0.9023

A CcC 0.7435 0.6903 0.8989 0.8092 0.4987 0.8947 0.8675 0.8041 0.8093 0.8353|0.7821 - - 0.8441 0.7908 0.8266 0.8787

9 JPEG  0.8393 0.8581 0.9308 0.9418 0.9251 0.9419 0.9373 0.9351 0.9148 0.9036|0.9226 - - 0.9302 0.9421 0.9356 0.9392
2K 0.9176 0.8586 0.9195 0.9489 0.9381 0.9607 0.9441 0.9422 0.9451 0.9312|0.9076 - - 09468 0.9457 0.9513 0.9226

CSC 0.0622 0.0890 0.0527 0.0898 0.1296 0.0966 0.0560 0.0952 0.9119 0.8393|0.0683 - - 0.0628 0.0694 0.0919 0.8728
HEVC-SCC 0.7991 0.7914 0.8883 0.8656 0.8953 0.9228 0.8835 0.9043 0.9035 0.8708|0.8316 - - 0.8515 0.9108 0.8496 0.8740

CQD 0.9210 0.7810 0.8930 0.9085 0.9014 0.9202 0.8974 0.9177 0.8873 0.8823|0.8385 - - 0.8986 0.9005 0.9047 0.8928

GN 0.8790 0.8694 0.8743 0.8888 0.8721 0.7373 0.8404 0.8856 0.8655 0.8821|0.8711 0.8823 0.8602 0.8860 0.8757 0.8909 0.8795

GB 0.8573 0.8921 0.9060 0.9059 0.9087 0.7286 0.8796 0.9119 0.8495 0.8463|0.9102 0.9017 0.9244 0.9119 0.9239 0.9129 0.9132

A MB 0.7130 0.8041 0.8421 0.8492 0.8357 0.6641 0.7753 0.8441 0.7658 0.7604|0.8401 0.8255 0.8810 0.8695 0.8938 0.8753 0.8699

é CcC 0.6828 0.6405 0.7563 0.6433 0.3907 0.7175 0.7148 0.6378 0.6495 0.5780|0.7055 0.6154 0.6677 0.6949 0.6108 0.7131 0.7038

“ JPEG  0.7569 0.7576 0.7978 0.7924 0.7674 0.5879 0.6796 0.7712 0.7196 0.7080|0.7754 0.7673 0.8189 0.7893 0.7989 0.7925 0.8434
2K 0.7746 0.7603 0.7998 0.8131 0.8382 0.6363 0.7125 0.8436 0.7299 0.7231|0.7771 0.8152 0.8169 0.8194 0.7827 0.8282 0.8444

8 LSC 0.7930 0.7371 0.8214 0.8463 0.8154 0.5979 0.7145 0.8592 0.7419 0.7588|0.7255 0.8003 0.8432 0.8293 0.7958 0.8412 0.8445
g GN 0.9424 09171 0.9305 0.9616 0.9262 0.9378 0.9112 0.9341 0.9455 0.9556|0.9133 - - 0.9155 0.9460 0.9191 0.9370
« GB 0.7702 0.8698 0.9165 0.8954 0.8603 0.8476 0.8420 0.7931 0.8221 0.8638|0.9232 - - 0.9079 0.8699 0.9079 0.9081
MB 0.7375 0.8588 0.8918 0.8259 0.8296 0.8370 0.8194 0.8148 0.8013 0.8587(0.9006 - - 0.8814 0.8608 0.8842 0.8892

A CcC 0.7265 0.6564 0.8475 0.6115 0.4784 0.8473 0.8204 0.5672 0.8158 0.7465|0.7435 - - 0.8027 0.6182 0.7705 0.8225

O JPEG  0.8321 0.8490 0.9275 0.9349 0.9242 0.9403 0.9366 0.9344 0.9142 0.9171|0.9158 - - 0.9236 0.9455 0.9287 0.9281

s 2K 0.9074 0.8439 0.9067 0.9369 0.9330 0.9484 0.9349 0.9279 0.9307 0.9270(0.8935 - - 0.9320 0.9359 0.9367 0.9085
CSC 0.0908 0.0963 0.1336 0.1221 0.1440 0.1182 0.1214 0.1165 0.9141 0.8970(0.0617 - - 0.0814 0.1037 0.0790 0.8736
HEVC-SCC 0.8074 0.8263 0.8867 0.8580 0.8771 0.9098 0.8730 0.8958 0.8929 0.8721|0.8517 - - 0.8667 0.9036 0.8665 0.8712

CQD 0.9080 0.7766 0.8846 0.8918 0.9024 0.9031 0.8707 0.9047 0.8820 0.9099|0.8301 - - 0.8913 0.8868 0.8957 0.8907

GN 6.3372 7.0679 7.7044 6.4673 6.9391 9.9860 7.9811 6.6354 7.1890 7.0651|7.0165 6.7394 -  6.5461 6.8272 6.4044 6.6835

GB 7.7376 6.5701 6.3619 6.2859 6.2269 10.52307.1210 6.3111 7.9900 7.9092|5.8367 6.4301 -  6.2113 5.8270 6.1550 6.1459

A MB 9.2287 7.6967 7.0600 6.8704 7.1322 9.4432 8.2788 6.9816 9.7450 9.3502|6.0869 7.2223 -  6.5254 5.9639 6.3604 6.5184

<o:/ CcC 8.4591 8.4116 6.8184 8.8876 11.56528.3190 7.4160 7.8297 7.9900 8.8342(8.1079 7.6184 -  7.5098 8.1141 7.3996 7.3638

2 JPEG 6.1665 6.2295 5.6406 5.6551 6.0380 7.8072 6.9085 5.9427 6.5950 6.9057|5.6548 6.0000 -  5.8210 5.6401 5.6969 5.1009
2K 6.3819 6.5691 6.1804 5.9412 5.7276 7.7404 7.1675 5.4591 6.8990 7.1859|6.0820 5.8706 -  5.8568 6.3877 5.7309 5.4985

m LSC 5.3336 5.8253 4.9379 4.6497 4.9025 6.8486 5.9046 4.4121 5.6880 5.7226(5.3576 5.1664 - 49813 5.2150 4.7751 4.7736
E GN 3.8093 4.4458 4.1780 3.0629 4.5714 3.8613 5.0127 4.7044 3.7138 4.5600|4.8222 - - 4.6250 3.6760 4.4179 3.9378
a GB 6.6633 5.1998 4.2163 4.6179 5.4775 5.5903 5.6648 7.1821 5.8956 5.9943|4.0989 - - 44336 5.2213 4.3194 4.2566
MB 7.0843 5.2044 4.6376 5.8960 5.9947 5.7180 5.9607 6.6249 6.2922 6.3394|4.7388 - - 4.8352 5.1431 4.7709 4.6121

A CcC 5.9867 6.4767 3.9218 5.2594 7.7590 3.9979 4.4524 53211 5.2583 4.9217|6.1281 - - 47995 5.4790 5.0374 4.2732

9 JPEG 8.1718 7.7179 5.4930 5.0536 5.7076 5.0471 5.2369 5.3275 6.0971 6.4390|6.7341 - - 55181 5.0373 5.3053 5.2011
2K 6.3222 8.1562 6.2555 5.0207 5.5103 4.4180 5.2462 5.3283 5.2451 5.8002|7.2951 - - 5.1191 5.1695 4.9058 6.1385

CSC 9.8203 9.8003 9.8257 9.7996 9.7564 9.7933 9.8239 9.7947 4.0392 5.3503|9.8394 - - 9.8199 9.8156 9.7977 4.8031
HEVC-SCC 8.4009 8.5037 6.3904 6.9657 6.1988 5.3583 6.5176 5.9393 5.9628 6.8407| 8.197 - - 7.2938 5.7446 7.3381 6.7590

CQD 4.9814 7.9855 5.7530 5.3440 5.5354 5.0054 5.6406 5.0796 5.8964 6.0188|7.1976 - - 5.6110 5.5607 5.4481 5.7592

(e.g., PLCC, SROCC, KROCC) on i-th database (i = 1,2
correspond to SIQAD and SCID, respectively), and w; is
the corresponding weight i-th database. For the first average
measurement—Direct Average, w1 = wy = 1. For the second
average measurement— Weighted Average, w; is dependent on

the size of database and is set as the number of distorted
SCIs in i-th database (i.e., 980 for SIQAD and 1800 for
SCID). Note that there is a significant difference in the
range of MOS/DMOS in different databases, and the average
RMSE is thus not calculated to make the comparison fair.
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Table II shows the average performance of different IQA
models across these two SCI databases. It can be obviously
observed that the proposed GFM yields the highest PLCC,
SROCC, and KROCC scores in both Direct Average and
Weighted Average performance comparison, meaning that the
proposed GFM outperforms all the state-of-the-art models
under comparison. It is interesting to see that the VIF model
achieves the first place on average performance comparison
among those IQA models for natural images. And all the
IQA models specifically dedicated to evaluate the quality of
SCIs (i.e., SIQM, SPQA, SQI, SQMS, ESIM, SVQI, and
proposed GFM) can achieve higher correlations than those
models developed for the natural images on SIQAD and SCID
databases. This is mainly due to the fact that they consider the
special characteristics of the SCI on the design of SCI quality
assessment models.

For a clearer illustration, the performance gain of the
proposed GFM to other models in terms of SROCC is further
computed as follows [23]:

Ré — Ro
— X6 RO 100%,
1 Ro %

(19)
where R and R are the SROCC values of the proposed
GFM and other IQA model, respectively. Among the IQA
models with first four performances (i.e., GFM, SVQI, ESIM,
and SQMS), the performance gain of the proposed GFM to
SVQI, ESIM, and SQMS are respectively —1.14%, 1.20%,
and —0.77% on SIQAD database, 4.45%, 3.32%, and 5.28%
on SCID database, 1.58%, 2.25%, and 2.16% on the direct
average comparison, as well as 2.57%, 2.62%, and 3.25% on
weighted average comparison. Although the proposed GFM
is slightly inferior to SQMS, and SQVI on SIQAD database
(less than 1.2%), the proposed GFM is obviously better than
SQMS and SVQI on the larger database SCID as well as two
average performance comparisons. Moreover, the proposed
GEFM outperforms ESIM on SIQAD, SCID, and two average
performance comparisons. This further reveals that the pro-
posed GFM is superior to all the state-of-the-art models on
the evaluation of SCI perceptual quality.

2) Statistical Significance Test: To make statistically mean-
ingful comparison among different IQA models, it is essential
to perform the statistical significance test to compare the
IQA models with each other. For that, a useful statistical
significance test method has been recently developed by
Krasula er al. [43]-[45]. Specifically, this method determines
whether the differences in performance are statistically sig-
nificant based on a critical ration between the Area Under
the receiver operating characteristic Curve (AUC) for two
different models, which is less sensitive to the quality score
range in the IQA database. Note that this method requires that
the IQA databases provide the MOS with respective standard
deviation (SD) as the input. This SD means the standard
deviation of the observer votes for each particular stimulus.
However, both databases (i.e., SIQAD and SCID) used in our
experiments do not provide the SD, therefore, this method
presented in Krasula er al. [43]-[45] can not be employed to
perform statistical significance test in this work.
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Fig. 4. The results of statistical significance test of the classical and state-
of-the-art IQA models on the (a) SIQAD and (b) SCID databases. A value of
‘1’ (highlighted in green) indicates that the model in the row is significantly
better than the model in the column. And a value of ‘0’ (highlighted in red)
indicates that the model in the row is not significantly better than the one in
the column. Note that the proposed GFM is significantly better than most of
the competitors on all the two databases (10 out of 14 for SIQAD and 11 out
of 14 for SCID), and no IQA model is significantly better than GFM.

Alternatively, the commonly-used F-test as suggested in [16]
is performed to assess the statistical significance of the perfor-
mance difference between any two IQA models under com-
parison. For that, based on the assumption that the prediction
errors of each IQA model follow the Gaussian distribution,
the one-side F-test with a 95% confidence level is applied
to the residuals of every two models to be compared. The
corresponding results on the SIQAD and SCID databases are
shown in Figure 4, where a symbol “1” with green color means
that the IQA model in the row significantly outperforms the
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one in the column, a symbol “0” with red color represents
that the IQA model is not significantly better than the one
in the column. From the results reported in Fig. 4, it can
be seen that on SIQAD database, the proposed GFM, SVQI,
ESIM, and SQMS perform the best and they do not have
significant difference. On the SCID database, the proposed
GFM is significantly better than all the other models except
for SQMS, ESIM, and SVQI. Moreover, on both SIQAD
and SCID databases, there is no IQA model that performs
significantly better than the proposed GFM. This statistical
significance study further indicates that the proposed GFM
has the best performance among various IQA models under
comparison, which is in line with the observation from the
overall performance comparison in Section III-B 1).

3) Performance Comparison on Individual Distortion: To
more comprehensively evaluate each IQA model’s ability
on assessing image quality’s degradations caused by each
distortion type, Table III reports the results that are measured
in PLCC, SROCC and RMSE, respectively. And all these
experiments are conducted on the SIQAD and the SCID
databases. In each row of this table, the first-, second- and
third-ranked performance figures are highlighted in red, blue
and black bold, respectively, for ease of comparison. It can
be observed that the proposed GFM yields the most top-three
performances compared with other IQA models. Specifically,
in the comparisons in terms of SROCC, it can be seen that
the proposed GFM is among the top-three models 8 times,
followed by ESIM and FSIM, which are among the top-
three performances 6 times and 5 times, respectively. In the
comparisons in terms of PLCC, the proposed GFM is among
the top-three models 8 times, followed by ESIM (6 times),
VIF (5 times), and FSIM (5 times). In the comparisons in
terms of RMSE, the proposed GFM is among the top-three
models 9 times, followed by ESIM (6 times), VIF (5 times),
FSIM (5 times), and IWSSIM (5 times). Moreover, one can
see that the proposed GFM is more capable in dealing with
the distortions of Gaussian blur (GB), and JPEG compression.
This is because the distortions or artifacts yielded by blurring
and compression will inevitably degrade the image’s structure
and make significant changes on the extracted structural
information. The Gabor features generated in our proposed
GFM model can accurately reflect the distortions and therefore
make proper assessment.

4) Scatter Plots: To visualize the performance yielded by
the IQA models under comparison, Fig. 5 further shows a set
of scatter plots of the subjective scores (i.e., MOS or DMOS)
against the objective scores; the former has been generated
offline and stored in the database, while the latter is computed
by each IQA model. These are obtained from the following
IQA models: PSNR, SSIM, IWSSIM, VIF, FSIM, GSIM, VSI,
SIQM, SQMS, ESIM, SVQI and the proposed GFM. Further
note that the IQA-model computed scores are the result after
mapping by using equation (13).

There is a fitted line (in blue) as presented in each sub-
plot, which is obtained by exploiting a nonlinear curve fitting
process according to equation (13). In a way, this line shows
the “mean” value of the performance points. That is, for
each MOS value (along the vertical axis), hopefully all the
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TABLE IV

PERFORMANCE OF LUMINANCE AND CHROMINANCE COMPONENT IN THE
PROPOSED GFM MODEL ON THE SIQAD AND SCID DATABASES

Database Criteria Sa Sc GFM
PLCC 0.8797 0.5414 0.8820

SIQAD SROCC 0.8702 0.5296 0.8735
KROCC  0.6835 0.3659 0.6876

RMSE 6.8080 12.0349  6.7237

PLCC 0.8645 0.6976 0.8760

SCID SROCC 0.8597 0.6871 0.8759
KROCC  0.6685 0.4986 0.6844

RMSE 7.1181 10.1476  6.8313

IQA scores (along the horizontal axis) are as close to this
MOS value as possible. Equivalently, the closer the perfor-
mance points gather around this blue line, more accurate the
IQA model’s prediction compared with the MOS scores (i.e.,
ground truth). For example, for the color distortion type
CSC, the scores computed by the proposed GFM are closer to
the fitted blue line while that computed by the SQMS, ESIM,
and SVQI are far away from the fitted blue line. It means that
the proposed GFM is more consistent with the judgement on
CSC distortion type made by the HVS than the SQMS, ESIM,
and SVQI. Moreover, one can see that the proposed GFM has
a ‘tighter’ curve fitting across different distortion types when
compare with other IQA models, meaning that the proposed
GFM has better overall performance than other IQA models.
These can also be observed from Tables II and III. Hence,
different IQA models behave quite differently on different
distortion types and overall performance, which may be due
to the disparity of their quality scores for different distortion
types [16], [46].

5) Performance Comparison on Luminance and Chromi-
nance Components: To analyze how much of the contribution
coming from chrominance component in the proposed GFM,
we further examine the performance of only using lumi-
nance component (denoted as Sg) or chrominance component
(denoted as Sc) for evaluating the SCI perceptual quality
on the SIQAD and SCID databases, respectively. This can
be conducted by assigning different values to a and S in
(10). Specifically, for considering the luminance only (i.e.,
SG), @ = 1 and f = 0; and for the chrominance only
(i.e., Sc), p = 1 and a = 0. The corresponding results
are documented in Table IV. One can see that only using
luminance component achieves relatively good performance,
while only using chrominance component achieves relatively
poor performance. The proposed GFM that jointly explores
the luminance and chrominance components yields the best
performance. This indicates that the HVS is more sensitive
to luminance component, while the chrominance component
also plays an indispensable role in the perceptual quality
assessment.

C. Computational Complexity Comparison

In addition to the accuracy as discussed previously, the effi-
ciency (or computational complexity) of the IQA model is
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Fig. 5.

A set of scatter plots showing the MOS (subjective scores) versus the objective scores computed by the IQA models: (a) PSNR; (b) SSIM;

(c) IWSSIM; (d) VIF; (e) FSIM; (f) GSIM; (g) VSI; (h) SIQM; (i) SQMS; (j) ESIM; (k) SVQI; and (1) the proposed GFM, respectively. These experiments
are carried out based on the SCID database. Note that there is a blue line presented in each sub-plot, and it is obtained by using a nonlinear curve fitting

function.

another figure of merit that needs to be assessed, especially
for practical applications. For that, the average running time
per image incurred for each IQA model by experimenting on
the SCID database (1,800 distorted SCIs with a resolution
of 1280x720 for each image) is measured to evaluate its
computational complexity. The computer used is equipped
with an Intel 15-4590 CPU@3.30GHz with 8GBs of RAM,
and the software platform is Matlab R2014b. Note that all
the source codes of competing IQA models are obtained from

their authors or websites and are performed under the same
test procedure and environment to have a meaningful and fair
comparison. The run-time results are documented in Table V.
It can be observed that the proposed GFM model requires a
relatively low computational complexity. Although the PSNR,
SSIM, GSIM, and GMSD are faster than the proposed GFM
model, their accuracy measurements are much inferior to ours,
as they cannot accurately describe the perceptual quality of
the SCIs. Among the IQA models with top-four performances
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TABLE V

COMPUTATIONAL COMPLEXITY COMPARISON OF DIFFERENT
IQA MODELS, MEASURED IN SECONDS PER FRAME (spf)

Model Time cost (spf) Model Time cost (spf)
PSNR 0.0352 VSI [17] 0.2656
SSIM [11] 0.1298 SCQI [37] 0.3681
IWSSIM [15] 1.2629 SIQM [22] 0.2504
VIF [40] 2.5286 SQMS [23] 0.2047
MAD [41] 3.7694 ESIM [26] 3.0126
FSIM [13] 0.4181 SVQI [25] 2.4323
GSIM [14] 0.0855 GFM 0.1668
GMSD [16] 0.0733

(i.e., GFM, SVQI, ESIM, and SQMS), the proposed GFM
requires the least amount of computational time, while deliv-
ering fairly high accuracy.

IV. CONCLUSIONS

In this paper, a novel screen content image (SCI) quality
assessment model, called the Gabor feature-based model
(GFM), is proposed. The success of our approach is due
to the fact that the Gabor features extracted from the SCIs
as used in our GFM model are highly consistent with the
response or perception of the HVS on the SCIs. Specifi-
cally, the Gabor features are extracted from the luminance
component of the distorted SCI and of the reference SCI,
respectively. The degree of similarity is measured on the
luminance’s Gabor features and two chrominance components,
followed by using a Gabor-feature pooling strategy to generate
the final evaluation score. Extensive experiments conducted on
two large SCI databases have demonstrated that the proposed
GFM model not only outperforms other state-of-the-art IQA
models on objectively evaluating the image quality of the SCIs,
but also demands a relatively low computational complexity.

Lastly, it is worthwhile of mentioning how to comprehen-
sively evaluate and compare the performances of various IQA
models across different IQA databases is still an essential
topic in the field of IQA. This stresses the need of new
performance evaluation methods and complete report of IQA
databases (e.g., including both MOS/DMOS and SD values)
in the future.
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