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a b s t r a c t

Perceptual watermarking should take full advantage of the results from human visual

system (HVS) studies. Just noticeable distortion (JND) gives us a way to model the HVS

accurately. In this paper, another very important aspect affecting human perception,

visual saliency, is introduced to modulate JND model. Based on the visual saliency’s

modulatory effect on JND model which incorporates visual attention’s influence on

visual sensitivity, the saliency modulated JND profile guided image watermarking

scheme is proposed. The saliency modulated JND profile guided watermarking scheme,

where the visual sensitivity model combined with visual saliency’s modulatory effect is

fully used to determine image-dependent upper bounds on watermark insertion, allows

us to provide the maximum strength transparent watermark. Experimental results

confirm the improved performance of our saliency modulated JND profile guided

watermarking scheme in terms of transparency and robustness. Our watermarking

scheme is capable of shaping lower injected-watermark energy onto more sensitive

regions and higher energy onto the less perceptually significant regions in the image,

which yields better visual quality of the watermarked image. At the same time, the

proposed saliency modulated JND profile guided image watermarking scheme is more

robust compared to unmodulated JND profile guided image watermarking scheme.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

Digital image watermarking has emerged as a solution
to the problem of copyright protection in the past decade.
The strength of the watermarked signal is bounded by
perceptual visibility. Thus, in order to maintain the image
quality and at the same time increase the probability of
the watermark detection, it is necessary to take the
characteristic of human visual system (HVS) into consi-
deration when engaging in watermarking research [1].
ll rights reserved.
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Visual sensitivity refers to the ability of human observers
to detect distortion in visual field. Numerically, visual
sensitivity can be regarded as the inverse of the just
noticeable distortion (JND), which refers to the maximum
distortion thresholds in pixels or subbands that the HVS
does not perceive. Another aspect affecting human per-
ception towards visual signal is visual attention which can
enhance or reduce the actual visual sensitivity and con-
sequently JND profile needs to be adjusted inside and
outside the salient regions in images [2,3].

Two psychophysical concepts are referred in this paper:
JND and visual saliency. The former tells us how much
distortion we can tolerate and the latter expresses where
our visual attention is the most attracted. Knowledge of
distortion sensitivity is important because it determines
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scene-adaptive upper bounds on watermark insertion and
visual saliency is important as well because it allows us to
use sensitivity information wisely. Perceptually based image
watermarking is implemented by applying models of the
human visual system in order to determine the upper
boundary for watermark embedding. The technique
described in this paper assists image watermarking by
producing a visual saliency modulated JND profile that can
be used as a guide to optimize watermarking. Hence, the
watermark should be embedded in such a way that below
the visual saliency modulated JND profile and, then, robust
and meanwhile hard to be perceived by the HVS. JND
indicates the HVS’ distortion threshold with fixation, and
visual saliency gives the extent of visual attention. For an
optimal perceptual image watermarking scheme, it is
essential to consider visual saliency’s modulatory effect on
JND profile.

In this work, the saliency modulated JND profile
guided image watermarking scheme is proposed to reflect
the modulatory aftereffects of visual saliency on JND
profile which can be used as the scene-adaptive upper
bounds on watermark insertion. To obtain visual saliency
modulated JND profile, we need the JND value of the
image. From the previous work we have proposed an
effective combined JND model [4,29]. We also need the
factor of visual saliency, which tells us areas of impor-
tance in the scene. In our previous study [36], a very
important aspect affecting human perception, visual sal-
iency, is introduced to modulate JND profile. We modify
the combined JND model [4,29] by the modulation of the
latest efficient works on visual saliency detection [5].
Based on visual saliency’s modulatory effect on JND
profile [36], the saliency modulated JND profile guided
image watermarking scheme is proposed in this study.
Beyond our previous study [36] we construct a series of
tests to observe the performance of visual saliency modu-
lated JND profile guided image watermarking scheme in
terms of watermark’s visual quality, capacity and robust-
ness. Experimental results confirm the improved perfor-
mance of our saliency modulated JND profile guided
watermarking scheme in terms of transparency and
robustness. Our watermarking scheme is capable of shap-
ing lower injected-watermark energy onto more sensitive
regions and higher energy onto the less perceptually
significant regions in the image, which yields better visual
quality of the watermarked image. At the same time, the
proposed saliency modulated JND profile guided image
watermarking scheme is more robust compared to unmo-
dulated JND profile guided image watermarking scheme
[29]. Because the visual model combined with visual
saliency’s modulatory effect is fully used to determine
image dependent upper bounds on watermark insertion,
The saliency modulated JND profile guided watermarking
scheme allows us to provide the maximum strength
transparent watermark.

This paper is organized as follows. The next section
reviews the related work on existing models for JND
estimation, relevant exploration of visual saliency detection,
current techniques combining visual saliency with JND
profile, and JND based perceptual image watermarking.
In Section 3, the details of the proposed saliency modulated
JND profile are presented. And Section 4 gives the details of
the proposed saliency modulated JND profile guided image
watermarking scheme. The proposed scheme is tested
against common attacks, such as additive Gaussian noise,
valumetric scaling, geometric distortion, and JPEG compres-
sion in Section 5. A detailed comparison of the proposed
saliency modulated JND profile guided watermarking
scheme with unmodulated JND profile guided watermark-
ing scheme is also presented in this b. Finally, the paper is
concluded in Section 6.
2. Related research work

This section reviews the previous work related to the
proposed visual saliency modulated JND profile. In Section
2.1, a review of the existing JND estimators is presented.
Relevant researches on visual saliency detection are
discussed in Section 2.2. Current techniques combining
visual saliency with JND profile are introduced in Section
2.3. Section 2.4 introduces the current JND based percep-
tual image watermarking.

2.1. JND estimations

The existing computational JND models can be classi-
fied into two categories: pixel based and subband based.
The pixel domain JND estimation is much computation-
ally simpler; the subband domain JND estimator can be
more precise.

JND estimation for still images has been relatively well
developed. Several frequently used computational mod-
ules are discussed in [37]. An early perceptual threshold
estimation in discrete cosine transform (DCT) domain was
proposed by Ahumada [6], which gives the threshold for
each DCT component by incorporating the spatial contrast
sensitivity function (CSF). This scheme was improved by
Watson [7] after the luminance adaptation effect had
been added to the base threshold, and contrast masking
[8] had been calculated as the elevation factor. In [9] an
additional block classification based contrast masking and
luminance adaptation was considered by Zhang for digital
images. A spatial JND model proposed by Zhenyu Wei [14]
incorporates new spatial CSF, luminance adaptation and
contrast masking. Since motion is a specific feature of
videos, temporal dimension needs to be taken into
account for human perceptual visibility analysis. JND
estimation for video sequences need to incorporate not
only the spatial CSF, but the temporal CSF as well.
A spatio-temporal CSF model was proposed by Kelly
[10] from experiments on visibility thresholds under
stabilized viewing conditions. Daly [11] extended Kelly’s
model to fit unconstrained natural viewing conditions
with a consideration of eye movements. Based on Daly’s
model, Jia [12] estimated the JND thresholds for videos by
combining other visual effects such as the luminance
adaptation and contrast masking. An improved temporal
modulation factor proposed by Zhenyu Wei [13,14] incor-
porates not only temporal CSF, but also the directionality
of motion. From the previous work, we have proposed an
effective combined JND model [4,29,31] for image



Y. Niu et al. / Signal Processing: Image Communication 28 (2013) 917–928 919
watermarking. We have also proposed a combined video-
driven JND profile for video watermarking [15,16,30] which
incorporates the temporal modulation factor, retinal velo-
city, luminance adaptation, and block classification.

2.2. Visual saliency detection

Human perception tends to firstly pick the regions in the
imagery that stimulate the vision nerves the most before
continuing to interpret the rest of the scene. These attended
regions could correspond to either prominent objects in
images or interesting actions in video sequences. Salient
areas in natural scenes are generally regarded as the
candidates of attention focus in human eyes. Visual atten-
tion analysis deals with detecting the regions of interest
(ROI) in images and interesting actions in video sequences
which are the most attractive to viewers. It simulates this
human vision system behaviour by automatically producing
saliency maps of the target image or video sequence.

Tresiman [17] proposed a theory which describes that
visual attention has two stages. First, the parallel, fast, but
simple pre-attentive process; and then, the serial, slow, but
complex attention process. The first stage pre-attentively
processes all incoming visual information equally and in a
parallel fashion; the second stage filters and combines the
extracted information. A set of low level visual features such
as color, edges and motion is processed in parallel at pre-
attentive stage. And then a limited-capacity process stage
performs other more complex operations like face recogni-
tion, etc. [18]. The ability of human visual system to detect
visual saliency is extremely fast and reliable. However,
computational modeling of this basic intelligent behaviour
still remains a challenge.

Several computational models have been proposed to
simulate human’s visual attention. Itti et al. [19] proposed
a bottom-up model and built a system called Neuro-
morphic Vision Cþþ Toolkit (NVT). After that, following
Rensink’s theory [20], Walther extended this model,
successfully applied it to object recognition tasks and
created Saliency Tool Box (STB) [21]. However, the high
computational cost and variable parameters are still the
weaknesses of these models. Recently a simple and fast
approach based on Fourier transform called spectral
residual (SR) was proposed, which used SR of the ampli-
tude spectrum to obtain the saliency map [5].

2.3. Combining visual saliency with JND

More computational resource of the human brain is
allocated to high attentional areas than low attentional
areas, and this is the reason of visual saliency’s modula-
tion on visual sensitivity in different areas [22]. The
saliency map is designed to reflect the statistical alloca-
tion of the human brain’s processing resource on local
visual contents. Visual saliency modulates all levels of
visual perception, including visual sensitivity. Visual sal-
iency can enhance or reduce the actual visual sensitivity.
Consequently JND profile needs to be adjusted inside and
outside of the salient areas in images.

In [23] a computational model is proposed for incor-
porating a selectivity measure into the JND profile. In [22]
perceptual quality significance map is proposed to reflect
the modulatory after-effects of visual attention on visual
sensitivity and visual quality evaluation.

2.4. Perceptual image watermarking

Previous perceptual image watermarking researches
have only partially used the results of the HVS studies
[1,24–27]. Many previous image watermarking algo-
rithms utilize visual models to increase the robustness
and transparency. The perceptual adjustment of the
watermark is mainly based on Watson’s spatial JND
model [1,24,25,28]. An image-adaptive watermarking
procedure based on Watson’s spatial JND model was
proposed in [25]. In [1], the DCT-based watermarking
approach uses Watson’s spatial JND model in which the
threshold consists of spatial frequency sensitivity, lumi-
nance sensitivity and contrast masking. An energy modu-
lated watermarking algorithm based on Watson’s spatial
JND model was proposed in [24]. During the modulation,
Watson’s perceptual model is used to restrict the mod-
ified magnitude of DCT coefficients. In [28], Watson’s
perceptual model and modified Watson’s perceptual
model were used to adaptively select the quantization
step size for modifications to dither modulated Quantiza-
tion Index Modulation (QIM). In the modified Watson
model, the luminance masking is simply modified to scale
linearly with valumetric scaling. The main drawback of
utilizing Watson’s visual models for images watermarking
is that it does not satisfactorily provide the maximum
strength transparent watermark. The obtained watermark
is not optimal in terms of imperceptibility and robustness.
We have proposed an effective combined JND model
guided image watermarking scheme in DCT domain
[4,29]. The watermarking scheme is based on the design
of additional accurate JND visual model which is fully
used to determine scene-adaptive upper bounds on
watermark insertion.
3. Visual saliency modulated JND profile

Saliency modulated JND profile is an efficient measure-
ment incorporating visual attention’s influence on visual
sensitivity of the human eye to represent the additional
accurate perceptual redundancies for digital image. Here
we compute the visibility threshold of each DCT coeffi-
cient with the saliency modulated JND profile which is
illustrated by Fig. 1.

In the following, we proposed the effective saliency
modulated JND profile in DCT domain. In Section 3.1, the
JND estimation of image is presented. Saliency estimation
is acquired in Section 3.2. Section 3.3 demonstrates the
saliency modulated JND profile.
3.1. JND estimation

Just-noticeable distortion (JND) refers to the maximum
distortion threshold that the HVS cannot perceive; there-
fore, it is an efficient model to represent the perceptual



Fig. 1. Diagram of saliency modulated JND profile.
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redundancies. Here we compute a combined JND estimation
which incorporates Spatial CSF, luminance adaptation and
contrast masking all together.

3.1.1. Spatial CSF

Human eyes show a band-pass property in the spatial
frequency domain. The Spatial CSF model is the reciprocal
of the base distortion threshold which can be tolerated for
each DCT coefficient.
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Literature [14] shows that the base threshold for DCT
domain TBASEs corresponding to spatial CSF model can be
expressed using Eq. (5). In Eq. (5), Fi and Fj are DCT
normalization factors using Eq.(1), oij is the spatial
frequency using Eq. (2), and jij stands for the directional
angle of the corresponding DCT component using Eq. (4).
TBASEs is the base threshold corresponding to spatial CSF
model and n is the index of a block in the image, i and j are
the DCT coefficients’ indices. a¼1.33, b¼0.11, c¼0.18,
s¼0.25, r¼ .0.6. In Eqs. (1) and (2), N is the dimension of
the DCT block. In Eq. (2), yx and yy are the horizontal and
vertical visual angles of a pixel using Eq. (3). In Eq. (3), l is
the viewing distance and L stands for the display width/
length of a pixel on the monitor.

3.1.2. Luminance adaptation

The HVS is more sensitive to the noise in medium gray
regions, so the visibility threshold is higher in very dark or
very light regions. Because our base threshold is detected
at the 128 intensity value, for other intensity values, a
modification factor needs to be included. This effect is
called the luminance adaptation effect

aLumðnÞ ¼
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The curve of the luminance adaptation factor is a
U-shape which means the factor at the lower and higher
intensity regions is larger than the middle intensity
region. An empirical formula for the luminance adapta-
tion factor aLum in [14] is shown using Eq. (6) where I(n) is
the average intensity value of the nth block in the image.
3.1.3. Contrast masking

Contrast masking refers to the reduction in the visibi-
lity of one visual component in the presence of another
one. The masking is strongest when both components are
of the same spatial frequency, orientation, and location.
To incorporate contrast masking effect, we employ con-
trast masking acontrast [8] measured using Eq. (7) where
C(n, i, j) is the (i, j)th DCT coefficient in the nth block in the
image

acontrastðn,i,jÞ ¼max 1,
Cðn,i,jÞ

TBASEðn,i,jÞUaLumðnÞ

� �e� �
ð7Þ

To find a suitable value for e, Zhang’s perceptual model
[9] proposed a much lower value 0.36, but Zhang’s model
tends to underestimate JND in edgy blocks. We exploit e
fixed to 0.7 as in Watson’s perceptual model [8].
3.1.4. Complete JND estimation

TJNDðn,oij,i,jÞ ¼ TBASEsðn,oij,i,jÞUaLumðnÞUacontrastðn,i,jÞ ð8Þ

The overall JND using Eq. (8) can be determined by the
base threshold TBASEs, the luminance adaptation factor
aLum and the contrast masking factor aContrast. TJND(n,oij,i,j)
is the complete image-driven JND estimator which repre-
sents the additional accurate perceptual visibility thresh-
old profile to guide watermarking for digital images.
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3.2. Saliency estimation

Visual attention is one of the most important char-
acteristics of human visual system. Salient areas in
natural scenes are generally regarded as the candidates
of attention focus in human eyes. Visual attention analysis
simulates human vision system behavior by automatically
producing saliency maps of the target image.

It was discovered that an image’s spectral residual (SR)
of the log amplitude spectrum represented its innovation.
By using the exponential of SR instead of the original
amplitude spectrum, the reconstruction of the image
results in the saliency map [5]. The saliency estimation
is carried out using this computational model

Aðf Þ ¼ AðF½J ðxÞ�Þ ð9Þ

Pðf Þ ¼ PðF½J ðxÞ�Þ ð10Þ

Lðf Þ ¼ log ðAðf ÞÞ ð11Þ

Rðf Þ ¼Lðf Þ�hnðf ÞnLðf Þ ð12Þ

SðxÞ ¼ gðxÞnF�1
½exp ðRðf ÞþPðf ÞÞ�2 ð13Þ

In this computational model, the spectral residual Rðf Þ
contains the innovation of an image which can be
obtained using Eq. (12). In Eq. (12), Lðf Þ denotes the
logarithm of amplitude spectrum Aðf Þ using Eq. (11) and
hnðf Þ is the average filter. Using inverse Fourier transform
then squared, the saliency map in spatial domain is
constructed. For better visual effects, we smoothed the
saliency map SðxÞ with a Gaussian filter gðxÞ using Eq.
(13), where F and F�1 denote the Fourier transform and
inverse Fourier transform, and Pðf Þ denotes the phase
spectrum of the image. In Eqs. (9) and (10), A denotes
amplitude spectrum of the image J ðxÞ and P denotes
phase spectrum.

3.3. Saliency modulated JND profile

Visual saliency modulates all levels of visual percep-
tion, including visual sensitivity. Visual saliency can
enhance or reduce the actual visual sensitivity. Conse-
quently JND profile needs to be adjusted inside and
outside of the salient areas in images.

The visual sensitivity is enhanced on salient spatial
locations, due to the aftereffects of visual attention. The
visibility thresholds in the salient areas are lower than the
other nonattentional areas. With higher visual saliency
value, the turning point of spatial contrast masking curve
is pushed to higher frequencies, and the luminance
adaptation tolerances are reduced. Itti et al. [32] reported
that visual attention can elevate the sensitivity with
spatial and temporal frequencies by 30%, the sensitivity
with orientations by 40% and the sensitivity peak altitude
by 5.2 dB. Itti’s experimental results have been used in
determining the actual maximum and minimum values of
each modulation function
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The saliency modulated JND profile TM
JNDðn,oM

ij ,i,jÞ can

be expressed using Eq. (14). In Eq. (14) TJNDðn,oM
ij ,i,jÞ is the

JND estimator yielded by substituting oij for oM
ij in Eq. (8),

oM
ij is modulated oij using Eq. (15), f M

T i,jð Þ and f M
oij
ði,jÞ are

the corresponding modulation functions using Eqs. (16)
and (17). In Eqs. (16) and (17), sblock is the normalized
saliency value of each 8�8 pixel size block which is

calculated based on original saliency map, fLum and fo
are factors to control the slope for each modulation which
are set to 0.12 and 0.14, respectively. Based on our

experiments, Mmax
Lum, Mmin

Lum, Mmax
o and Mmin

o are set to

1.0072, 0.9822, 1.0208 and 0.9916, respectively.
4. Visual saliency modulated JND profile guided image
watermarking scheme

We exploit the saliency modulated JND profile TM
JND

guided watermarking scheme to embed and extract water-
marking. The scheme first constructs a set of approximate
energy sub-regions using the improved longest processing
time (ILPT) algorithm [33], and then enforces an energy
difference between every two sub-regions to embed water-
marking bits [34,35] under the control of the saliency
modulated JND profile TM

JND proposed in Section 3.
The watermark bit string is embedded bit-by-bit in a set

of regions (each region is composed of 2n 8�8 DCT blocks)
of the original image. Each region is divided into two sub-
regions (each sub-region is composed of n 8�8 DCT blocks).
A single bit is embedded by modifying the energy of two sub-
regions separately. However, for better imperceptibility,
approximate energy sub-regions has to be constructed using
ILPT, so that the original energy of each sub-region in one
region are approximate. Each bit of the watermark bit string
is embedded in its constructed bit-carrying-region. For
instance, in Fig. 2 each bit is embedded in a region of
2n¼16�8�8 DCT blocks. The value of the bit is encoded
by introducing an energy difference between the low fre-
quency DCT coefficients of the top half of the region (denoted
by sub-region A) containing in this case n¼8�8�8 DCT
blocks, and the bottom half (denoted by sub-region B) also
containing n¼8�8�8 DCT blocks. The number of water-
mark bits that can be embedded is determined by the
number of blocks in a region.

4.1. The watermark embedding procedure

Diagram of saliency modulated JND profile guided
watermark embedding is shown in Fig. 3. The embedding
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procedure of the scheme is described as the following
steps:
1.
Fig
Decompose the original image into non-overlapping
8�8 blocks and compute the energy of the low-
frequency DCT coefficients in the zigzag sequence.
2.
 Obtain approximate energy sub-regions by ILPT
algorithm.
3.
 Map the index of the DCT blocks in a sub-region
according to ILPT.
4.
 Use combined saliency modulated JND profile
described in Section 3 to calculate the perceptual
visibility threshold profile for DCT coefficients.
5.
 If the watermark to be embedded is 1, the energy of sub-
region A should be increased (positive modulation) and
the energy of sub-region B should be decreased (negative
modulation). If the watermark to be embedded is 0, the
energy of sub-region A should be decreased (negative
modulation) and the energy of sub-region B should be
increased (positive modulation). The energy of each sub-
region is modified by adjusting the low-frequency DCT
coefficients according to the saliency modulated JND
profileusing Eq. (18), where C(k,n,i,j)m is the modified
DCT coefficient, Sign(.) is the sign function, PM is positive
modulation which means increase the energy and NM is
negative modulation which means decrease the energy,
TM

JNDðn,i,f Þ is the perceptual visibility threshold by our
. 2. Watermark bit corresponding to approximate energy sub-regions.

Fig. 3. Diagram of saliency modulated JND p
saliency modulated JND profile and f (.) can be expressed
using Eq. (19)
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6. Conduct IDCT to the energy modified result to obtain
the watermark embedded image.

4.2. The watermark extraction procedure

Diagram of saliency modulated JND profile guided
watermark extraction is shown in Fig. 4. The extraction
procedure is described as follows:
1.
rofi
Decompose the watermark embedded image into non-
overlapping 8�8 blocks and compute the energy of the
low-frequency DCT coefficients in the zigzag sequence.
2.
 Energy of each sub-region is calculated according to
the index map.
3.
 Compare the energy of sub-region A with sub-region B.
If the energy of sub-region A is greater than the energy
of sub-region B, the watermark embedded is 1. If the
energy of sub-region A is smaller than the energy of
sub-region B, the watermark embedded is 0. The
watermark is extracted accordingly.

5. Experimental results and performance analysis

The proposed algorithm is composed of two parts. The
first part of the proposed algorithm is in Section 3 which
derived the visual saliency modulated JND profile. And in
Section 4 which is the second part of the proposed
algorithm gives the details of how to utilize the visual
le guided watermark embedding.



Fig. 4. Diagram of saliency modulated JND profile guided watermark extraction.
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saliency modulated JND profile to guide image water-
marking. To demonstrate the effectiveness of the pro-
posed visual saliency modulated JND profile and its
application in image watermarking, we performed experi-
ments according to these two parts. For the first part, we
performed experiments in Sections 5.1 and 5.2 to evaluate
the performance of saliency estimation and saliency
modulated JND profile, respectively. For the second part,
we performed experiments in Section 5.3 to evaluate the
performance of the proposed visual saliency modulated
JND profile guided watermarking scheme focusing on the
watermark’s visual quality, capacity and robustness.

5.1. Evaluating saliency estimation

In this experiment, we follow the spectral residual
method in Section 3.2 to get the saliency estimation with
three main steps: (1) compute the saliency value at each
pixel to form a saliency map. (2) Normalize these values in
the saliency map. (3) Average values in each 8�8 block to
attain the block based saliency estimation. Each pixel value of
saliency map represents the weight for the pixel region. If a
location has a larger saliency value in the saliency map (i.e.,
light area), it is more attention getting. We can average the
saliency values of each 8�8 block and get a block based
saliency estimation, which is used to modulate the JND
profile. To evaluate the performance of saliency estimation,
we also generate the saliency maps based on Itti’s well-
known theory [19] to compare with the spectral residual
method.

Four images are chosen from salient object image
database as test images for this experiment shown in
Fig. 5 (kid, flower, couple and sandwich).

The saliency estimation results are shown in Fig. 5. From
the saliency estimation result, we observe that the spectral
residual method provides overall better performance than
Itti’s method. Computationally, the cost of the spectral
residual method is relatively low – this brings considerable
advantage for a saliency estimator, making it easier to
implement on image watermarking. Compared with Itti’s
method, the computational consumption of the spectral
residual method is parsimonious, providing a promising
solution to modulate JND profile.

5.2. Evaluating saliency modulated JND profile

To evaluate the performance of the proposed visual
saliency modulated JND profile against the original JND
profile [4,29,31], noise is injected into images according to
these two JND estimations. In this experiment, the gen-
erated JND profile can be used to guide noise shaping in
image to evaluate the performance of different JND
profiles. The original unmodulated JND profile was com-
pared with the proposed visual saliency modulated JND
estimator.

Kid image from salient object image database is used as a
test image for this experiment. Noise is added to each DCT
coefficients of the images using Eq. (20). Where f takes þ1 or
�1 randomly; T(n,oif i, j) represents the threshold deter-
mined by JND profile obtained via these two JND estimators,
where T(n, oif i, j) is TJNDðn, oij, i, jÞ for the original unmo-
dulated JND profile, or TM

JNDðn, oM
ij , i, jÞ for the proposed

visual saliency modulated JND profile; C’(n, i, j) is the noise-
injected DCT coefficient

C0ðn,i,jÞ ¼ Cðn,i,jÞþ f � Tðn,oij,i,jÞ ð20Þ

A more accurate JND profile is supposed to derive a
noise injected image with better visual quality under the
same level of noise (controlled by T(n, oif, i, j)), because it
is capable of shaping more noise onto the less percep-
tually significant regions in the image. For a convincing
evaluation of the proposed visual saliency modulated JND
estimator for still images, we tested in two aspects. One is
to measure how much the visual content variations are
after these two JND estimation guided noise injection and
the second is to assess the quality of each noise injected
image. PSNR is used here just to denote the injected noise
level under different test conditions. On the other hand,
the subjective viewing was used to assess the quality of
the resultant visual content. A better JND profile allows
higher injected-noise energy (corresponding to lower
PSNR) without jeopardizing picture quality (measured
by the subjective viewing). With the same PSNR, the
JND profile relating to a better subjective visual quality
is better. Alternatively, with the same perceptual
visual quality, the JND profile relating to a lower PSNR is
better.

5.2.1. The difference of two JND estimations

To compare the original unmodulated JND profile and
the visual saliency modulated JND profile, noise is injected
into kid image according to these two JND estimations.

The original kid image and the difference map of these
two generated JND estimation of kid image is shown in
Fig. 6. Fig. 6 (a) shows the original kid image while Fig. 6(b)



Fig. 5. The saliency estimation result of the spectral residual method in comparison with Itti’s method. (a) The original image, (b) saliency map generated

by spectral residual and (c) saliency map generated by Itti’s method.
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shows the difference map between the unmodulated JND
estimation and the visual saliency modulated JND estima-
tion. We can see from Fig. 6(b) that at the more sensitive
region (with high saliency value from Fig. 5) the visual
saliency modulated JND estimation value is smaller com-
pared to the unmodulated JND estimation value, while at
the nonsensitive region (with low saliency value from Fig. 5)
the visual saliency modulated JND estimation value is larger
compared to the unmodulated JND estimation value. This
result confirms that the visual saliency modulated JND
estimation is capable of shaping more noise onto the less
perceptually significant regions and less noise onto the
more perceptually significant regions in the image.

5.2.2. The PSNR

Noise is injected into kid image according to these two
JND estimations. It is observed that the noise hardly notice-
able in two resultant images. The visual saliency modulated
JND estimation yields the PSNR¼27.59 dB; the original
unmodulated JND estimation yields the PSNR¼27.61 dB.
The PSNR result reflects that although the visual saliency
modulated JND estimation shaping more noise onto the less



Fig. 6. (a) The original image and (b) the difference map between the unmodulated JND estimation and the visual saliency modulated JND estimation.

Fig. 7. Close-up view of the effect of noise injection over the most sensitive region. (a) The original unmodulated JND and (b) the visual saliency

modulated JND.
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sensitive regions and less noise onto the more sensitive
regions, the overall injected-noise energy under the saliency
modulated JND estimation is a little bit higher compared to
the original unmodulated JND estimation.

5.2.3. Perceptual visual quality

Fig. 7 gives a close-up view in the most sensitive
region (with highest saliency values) for better visualiza-
tion, and, as can be seen, saliency modulated JND estima-
tion yields better visual quality in the noise-injected
images. The perceptual visual quality result reflects that
the visual saliency modulated JND estimation shaping less
noise onto the more sensitive regions.

From the experimental results in Sections 5.2.1–5.2.3,
we can see saliency modulated JND estimation correlates
with the HVS better with the evidence of being capable of
yielding higher injected-noise energy (we can see lowest
PSNR in Section 5.2.2) with better picture quality
(in Fig. 7). And from the result in Section 5.2.1, the visual
saliency modulated JND estimation is capable of shaping
more noise onto the less perceptually significant regions
and less noise onto the more perceptually significant
regions yielding better perceptual quality of more sensi-
tive regions in the image.

5.3. Evaluating visual saliency modulated JND profile guided

watermarking scheme

We construct a series of tests to observe the perfor-
mance of visual saliency modulated JND profile guided
image watermarking scheme in terms of watermark’s
visual quality, capacity and robustness. The 512�512
kid image is used for experiments. The original water-
mark is a binary image of the logo of Communication
University of China with size 32�64.

5.3.1. Perceptual visual quality

As discussed in Section 5.2.2, the visual saliency
modulated JND profile correlates with the human visual
system very well. We can use our profile to guide noise
shaping in each DCT coefficients of the images yet the
difference is hardly noticeable. To embed watermark with
the guiding of our profile is similar to the process of noise
shaping. As described in Section 4, not all the coefficients



Fig. 8. (a) Original image, (b) watermark, (c) watermarked image by

unmodulated JND estimation and (d) watermarked image by visual

saliency modulated JND estimation.

Fig. 9. Robustness versus Gaussian noise.
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are modified with the consideration of Lossy Compression
so the Visual quality is even better than the test result in
Section 5.2.2. Fig. 8(a), (c), and (d) show the kid image
before and after watermark insertion guided by the
original unmodulated JND estimation and the visual
saliency modulated JND estimation. Fig. 8(b) shows the
watermark. We can see no obvious degradation in
Fig. 8(c) and (d) whose PSNR are 36.81 dB and 36.79 dB,
respectively. That reflects the visual saliency modulated
JND estimation allowing higher injected-watermark
energy without introducing noticeable visual distortions.
The visual saliency modulated JND estimation is capable
of shaping more injected-watermark energy onto the less
perceptually significant regions and less injected-
watermark energy onto the more perceptually significant
regions.
5.3.2. Estimation of capacity

The watermark bit string is embedded bit-by-bit in a
set of regions of the original image. Each region is divided
into two sub-regions. A single bit is embedded by mod-
ifying the energy of two sub-regions separately. For each
512�512 image the number of bits can be embedded is
determined by the number of 8�8 DCT blocks in a region.
We set the number of blocks at 2 in each region in the
following experiments. That means each 512�512 image
would embed 2048 bits. In Section 5.3 we focused on
testing that for the same number of embedded bits (2048
bits) which watermarking scheme is more robust based
on the relevant JND estimation while retaining the water-
mark transparency.
5.3.3. Estimation of robustness

In practice, watermarked content has to face a variety
of distortions before reaching the detector. We present
robustness results with different attacks like Gaussian
noise, JPEG compression, valumetric scaling and geo-
metric distortion. Robustness results of algorithm based
on unmodulated JND estimation was compared with
results of algorithm based on the visual saliency JND
estimation shown in Figs. 9–11 and Table 1. For each
category of distortion, the watermarked images were
modified with a varying magnitude of distortion and the



Fig. 10. Robustness versus JPEG compression.

Fig. 11. Robustness versus valumetric scaling.

Table 1
Bit error rate after some geometric distortions.

Attack Bit error rate (by

unmodulated JND

estimation) (%)

Bit error rate (by

saliency modulated

JND estimation) (%)

1_Row_1_Col_removed 1.90 1.85

1_Row_5_Col_removed 1.71 1.67

5_Row_1_Col_removed 1.71 1.67

5_Row_17_Col_removed 2.10 2.04

17_Row_5_Col_removed 1.81 1.77
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bit error rate (BER) of the extracted watermark was then
computed.

The normal distributed noise with mean 0 and stan-
dard deviation s is added to the watermarked images,
where s varies from 0 to 25. The experimental results are
presented in Fig. 9. From the robustness results with
Gaussian noise in Fig. 9, the watermarking scheme
based on the visual saliency modulated JND estimation
performs better than algorithms based on unmodulated
JND estimation. Fig. 10 demonstrates that the visual
saliency modulated JND estimation based watermarking
scheme’s performance against Gaussian noise has an
average bit error rate value 4.5% lower than algorithm
based on unmodulated JND estimation. Following the
practice, we considered the watermarking scheme to be
robust if at least 80% of the watermarks were correctly
retrieved, i.e. the BER is below 20%. If we establish a
threshold at a bit error rate of 20%, then the algorithms
based on unmodulated JND estimations robust against
Gaussian noise with standard deviation, s, of only 18. In
contrast, the watermarking scheme based on the visual
saliency modulated JND estimation is robust to standard
deviations up to 24.

The JPEG compression is implemented to the water-
marked images, where JPEG quality factor varies from 10
to 50. The experimental results are presented in Fig. 10.
From the robustness results with JPEG compression in
Fig. 10, the watermarking scheme based on the visual
saliency modulated JND estimation performs better than
algorithms based on unmodulated JND estimation. Fig. 11
demonstrates that the visual saliency modulated JND
estimation based watermarking scheme’s performance
against JPEG compression has an average BER value 1.2%
lower than algorithm based on unmodulated JND estima-
tion. We can see that if the JPEG quality factor is
decreased to 10, there will be about 14.9% bit error rate
introduced by unmodulated JND estimation; while only
8.1% is based on the visual saliency modulated JND
estimation. As the JPEG quality factor decreases, the gap
between the bit errors of unmodulated JND estimation
compared to visual saliency modulated JND estimation
increases.

From the robustness results with valumetric scaling in
Fig. 11 and geometric distortion in Table 1, the water-
marking scheme based on saliency modulated JND estima-
tion performs slightly better than algorithm based on
unmodulated JND estimation. The experiment shown in
Fig. 11 reduced the image intensities as scaling factor varied
from 1 to 0.1, and increased the image intensities as scaling
factor varied from 1 to 2. Fig. 11 demonstrates that the
saliency modulated JND Estimation guided watermarking
scheme’s performance against valumetric scaling has an
average bit error rate value 0.1% lower than algorithm based
on unmodulated JND estimation. Table 1 demonstrates that
the saliency modulated JND estimation guided watermark-
ing scheme performances slightly better than algorithm
based on unmodulated JND estimation in all cases where
some geometric distortions were applied.

We have presented the results of our investigation on
the performance of the saliency modulated JND estima-
tion guided watermarking scheme in terms of watermark
visual quality, capacity and robustness. The improvement
evident above is due to the saliency modulated JND
estimation for still images, which correlates with the
human visual system better than unmodulated JND esti-
mation, shaping less noise onto more sensitive regions
and more noise onto the less perceptually significant
regions in the image, at the same time obtain better
robustness in image watermarking while retaining the
watermark transparency.
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6. Conclusions

In this work, the saliency modulated JND profile guided
image watermarking scheme is proposed to reflect the
modulatory aftereffects of visual saliency on JND profile
which can be used as the scene-adaptive upper bounds on
watermark insertion. The saliency modulated JND profile
guided watermarking scheme allows us to provide the
maximum strength transparent watermark. Experimental
results confirm that our saliency modulated JND profile
guided watermarking scheme provides overall better per-
formance than the unmodulated JND profile guided image
watermarking scheme. The proposed watermarking scheme
is capable of shaping lower injected-watermark energy onto
more sensitive regions and higher energy onto the less
perceptually significant regions in the image, meanwhile,
the proposed saliency modulated JND profile guided image
watermarking scheme is more robust than unmodulated
JND profile guided image watermarking scheme [29].
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