Quaternion representation based visual saliency for stereoscopic image quality assessment
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**A B S T R A C T**

In this paper, a novel visual saliency detection method for stereoscopic images is proposed for the stereoscopic image quality assessment (SIQA) by considering the disparity map and difference image between the stereo image pairs. Firstly, a new quaternion representation (QR) of each stereo image (left/right view image) is constructed, which comprises the image content, the inter-view disparity, and the difference map. The quaternion Fourier transform (QFT) is performed on the constructed QR to generate the visual saliency maps for left and right views of stereoscopic image pairs, respectively. The generated visual saliency maps are further incorporated into the quality metrics for SIQA. Experimental results demonstrate that the visual saliency maps generated by the proposed method can help significantly boost the performance of SIQA, comparing with other visual saliency models proposed for stereoscopic images. It further confirms that the proposed visual saliency model can accurately depict the acuity property of human visual system (HVS) in judging the perceptual quality of stereoscopic images.

© 2017 Published by Elsevier B.V.

1. Introduction

With the rapid development of content generation and display technology, three-dimensional (3D) applications and services are becoming more and more popular for visual quality of experiences (QoE) of human viewers. The 3D contents displaying on the 3D devices, such as the 3D films and video games, have now brought vivid experiences to the consumers, which have attracted attentions from not only researchers but also the industries. For these applications, the quality of 3D content [1–4] is the most critical part to guarantee the visual QoE. However, in the 3D processing chain including capturing, processing, coding, transmitting, reconstruction, retrieving, etc., artifacts are inevitably introduced due to the resource shortage in processing [5,6]. Therefore, how to evaluate the perceptual quality of 3D content becomes a challenging issue in 3D visual signal processing, which can automatically evaluate, control, and optimize the perceptual quality of 3D contents during each processing stage. Then the best visual QoE can thus be provided to the consumers.

As human eyes are the ultimate receivers of the 2D/3D images, the properties of HVS are considered to develop an effective perceptual IQA metric [7]. For example, the widely known just-noticeable difference (JND) models [8,9], which employ the contrast sensitivity function (CSF), luminance masking, and contrast masking properties of the HVS, have demonstrated good performances for perceptual image/video quality assessment. Moreover, the horizontal effect property of HVS has been modeled in [10], which demonstrate that the HVS orientation preference can help improve the performance of IQA metrics. Among the HVS properties, visual saliency [11–18] is the most straightforward HVS characteristic for visual information processing. Visual saliency would selectively process the important part and ignore the unimportant part of the visual information. For quality assessment, the distortions presented in the salient regions would draw more attentions from the human viewers. In other words, the perceptual quality of the salient region tends to represent the perceptual quality of the whole image. Thus, it should be helpful to incorporate the saliency map into quality metrics. Over the past decades, many computational models [11,14–18] for visual saliency detection have been proposed. Itti et al. proposed a bottom-up model based on the neuronal architecture of the primates’s early visual system [14]. The saliency map is derived from the color, intensity, and orientation features. Harel et al. [15] employed the graph-
based theory to measure the saliency from the feature contrast. In [16], a saliency detection algorithm based on information maximization is proposed. Hou et al. proposed a spectral residual (SR) approach [17], where the saliency map is computed by log spectra representation of image in Fourier transform domain. Guo et al. [18] detected the video saliency map by considering the phase residual (PR) features. For the application of image retargeting, Fang et al. [11] developed a saliency model in compression domain.

For 3D images, it is claimed that the artifacts of 3D content affect more on the perceptual quality [19,20], compared with the conventional 2D contents. Therefore, the modeling of visual saliency properties on 3D content is expected to more accurately evaluate perceptual quality of the 3D contents. Nowadays, the visual saliency models for 3D images have been researched by incorporating the depth cues from the 3D images. However, most of existing saliency models mainly focus on simulating the behavior of human eye fixation of the image, which may not be suitable for depicting the HVS property for quality perception. Thus, the saliency map derived by these visual saliency models may not be helpful for stereoscopic image quality assessment (SIQA), as demonstrated in Section 5. In order to handle the limitations of these saliency maps, we propose a novel saliency map model targeting at SIQA. By incorporating the saliency map, the performances of the quality metrics can be significantly improved. Compared with the state of the art works, our contributions are listed as follows:

- A visual saliency model for stereoscopic image targeting at SIQA is developed. Compared with existing saliency models, which explicitly require the depth image, the proposed saliency model takes the stereoscopic image as the input to generate a better saliency map for SIQA.

- The stereoscopic image is represented as a new quaternion representation (QR), which considers the spatial image content and the inter-view relationships, specifically the disparity map and the difference image between left and right views. With such considerations, the depth cues are implicitly considered for saliency map generation. And the experimental results demonstrated that the new QR is very effective for saliency map generation, especially for SIQA.

The rest of this paper is organized as follows. Section 2 overviews the related works. In Section 3, the proposed visual saliency model for stereoscopic image is introduced. Section 4 illustrates the incorporation of visual saliency map into the quality metrics for stereoscopic images. Experimental results are provided in Section 5. Finally, conclusions are given in Section 6.

2. Related works

As introduced in the previous section, many computational models for visual saliency have been proposed for 2D images or video sequences. With the popularity of 3D images, several studies have been researched for the 3D images. In [21], a stereo attention framework is proposed by extending the existing attention model from 2D to the binocular domain. Multiple perceptual stimuli are employed for a stereoscopic visual attention model in [22]. Region-of-interest (ROI) extraction method is proposed by Chamaret et al. for adaptive rendering [23]. The depth information is employed to weight the 2D saliency map for generating the final saliency map of 3D image in [22,23]. Ouerveri et al. [24] took the depth cues into consideration to develop the 3D saliency map. And Potapova et al. [25] proposed a 3D saliency detection model for robotics tasks by incorporating the top-down depth cues into the bottom-up saliency detection method. Eye tracking experimental results are carried out on 2D and 3D images for depth saliency analysis in [26], where 3D saliency map is calculated by extending previous 2D saliency detection models. Moreover, the work in [27] also extended the saliency detection method for 2D images to 3D images. The features of color and depth are employed in [28] to generate the saliency map for image segmentation. Wang et al. [29], proposed a computational attention model for 3D images by extending the traditional 2D saliency models. More recently, Fang et al. [12] proposed to incorporate the color, luminance, texture, and depth cues to generate the saliency map for 3D images.

It can be observed that the key of visual saliency map for 3D images are the depth cue. The 2D saliency models consider the low-level features, such as color, intensity, orientation, and so on. For 3D image, the depth information is critical for human perception. Therefore, there are many research works on 3D visual saliency by incorporating the depth information, such as [12,26,27]. However, the depth map of the 3D image, specifically the stereoscopic image pairs are not always available, as the accurate depth map is hard to be sensed and captured. Also most of the real 3D applications only provide the images of two different views without the depth map. Therefore, the visual saliency models that explicitly incorporate the depth map are not practical for most applications. In this paper, in order to handle such drawbacks, we do not explicitly use the depth map for modeling visual saliency. Instead, the disparity map and difference image between different views are employed to derive the 3D visual saliency model. As such, the depth cue is implicitly considered.

As human eyes are the ultimate receivers of the stereoscopic image, HVS properties such as binocular vision and depth perception have been considered in developing the SIQA metrics. For example, the depth (or disparity) information and 2D quality metrics are fused together to analyze the 3D visual quality in [30,31]. The concept of cyclopean image was investigated to fuse the left and right views, where the monoscopic and stereoscopic quality component are combined together in stereo-video quality assessment metric designing [32]. To further improve the performance of SIQA metric, the binocular fusion and rivalry properties are widely investigated. For example, Wang et al. [33] proposed a binocular spatial sensitivity (BSS) weighted metric based on the binocular JND model [34]. Chen et al. [35] proposed a SIQA metric to improve the prediction performance on asymmetric distortion types. In [36], the linear rivalry model was developed to exploit the binocular rivalry property of HVS. Wang et al. [37] proposed an information content and divisive normalization-based pooling scheme to improve the performance of structural similarity metric for estimating the quality of single-view images. The binocular rivalry inspired multi-scale model is designed to predict the final quality of stereoscopic images. The HVS modeling can help to improve the performances of SIQAs. Therefore, as the most straightforward and important property of HVS, the visual saliency needs to be investigated further for quality assessment of the stereoscopic image pairs. In this paper, we aim to develop an effective visual saliency model for stereoscopic images. Unlike the visual saliency models in prior arts, the proposed saliency model targets at the performance improvement of the SIQA.

3. Stereoscopic image visual saliency

The framework of our proposed visual saliency model for stereoscopic image is illustrated in Fig. 1. As we target at a saliency model for SIQA, two different saliency maps are generated by our proposed saliency models for the left and right view images, respectively. Firstly, each view image is represented as a QR by referring to the other view image. The QR of each view image roughly considers two different types of cues, specifically the image content and disparity cues. The disparity cue considers the inter-view correlation between left and right view image. The
QR is further employed to derive the saliency map for each view image. Afterwards, the obtained saliency map will be incorporated into quality metrics to improve their performances thereafter.

### 3.1. Stereoscopic image quaternion representation

As discussed in Section 2, saliency models for 2D images mainly consider the low-level features, such as color and intensity features, while saliency models for 3D images incorporate the depth cues which are critical for 3D perception. Our new QR of the stereoscopic image considers both the image low-level features and depth information.

#### 3.1.1. Image content cues

As discussed in [11,12], the color and luminance information is helpful for saliency detection of 2D images. Following their approaches, we extract the color and luminance information for visual saliency detection. However, instead of extracting low-level features from the 2D image for characterizing the color and luminance properties, we simply use the luminance and color components of the image to construct the stereoscopic image QR from the image content perspective.

Firstly, each view of stereoscopic image pairs is converted from RGB color space to YUV color space. Then the luminance component Y denoted the image intensity is extracted as one element of the stereoscopic image QR. The chrominance components U and V of each view are merged together as another element of the stereoscopic image QR. In our preliminary exploratory experiments, different merging strategies are tested, such as the averaging, the root of sum squared value, and so on. It is demonstrated that different merging strategies slightly affect the final results of SQA. Therefore, the simple averaging process is used to merge the U and V components together. The luminance and chrominance components of the reference stereoscopic image are illustrated in Fig. 2. It can be observed that the luminance component comprises most information of the left/right view image. However, the chrominance component indeed depict the salient color information, which will attract the viewers’ attention and be helpful for visual saliency detection.

As mentioned before, prior saliency models focus on extracting the low-level features to depict the luminance and chrominance components, which are believed to be useful for saliency detection. In contrary, we use the raw image luminance and chrominance component in this paper. We leave our saliency model to compose and make interactions between the luminance and chrominance components to predict the saliency properties of the stereoscopic images.

#### 3.1.2. Image disparity cues

The depth cue is demonstrated to be critical for visual saliency for 3D image, as the depth map depicts the correlations between the two view images as well as the relative positions of the objects in the image. Therefore, many research papers [12,24] employed the depth map to derive the visual saliency map for the 3D image. However, the accurate depth map is always unavailable, as it is hard to be sensed and captured. In this paper, instead of the truly captured depth map, the disparity map estimated from the stereoscopic image is employed to depict their correlations. Moreover, the difference image is further computed by referring to the disparity map. These two images, regarded as the disparity cues of the stereoscopic image, are employed as the disparity elements of the stereoscopic image QR. As such, although without truly captured depth map, the relationship between the left and right view images as well as the object relative locations are implicitly considered.

We employed the work in [38] to obtain the disparity map for each view image by referring to the other view image. The contrast-invariant correspondence between the two different view images are obtained by performing local matching using phase information from a bank of Gabor filters. As the phase differences for local matching is only used and not for explicitly computing the correspondence, the filters of large spatial extent do not need to be computed for large shifts, which prevents degradation of boundaries. And the algorithm is able to handle significant changes in contrast between the two images even if the changes vary spatially over the image, and performs well in the presence of noise. As the matching between the two view images is not our contributions, we do not provide the detailed approach here. Detailed information about the method can be found in [38].

We assume that the disparity map of the left view image by referring to the right view image is obtained by the method [38], which is denoted as $M_d$. As the correspondence between the image pixels are bidirectional, the disparity map of the right view image referring to the left view image will be $-M_d$. Then the difference image between the two view images is obtained by:

$$I_d(i, j) = l_l(i, j) - l_r(i, clip(1, I_{\text{width}}, j + M_d(i, j)))$$

where $(i, j)$ is the pixel position, $l_l$ and $l_r$ are the left and right view images, respectively. $I_{\text{width}}$ denotes the width of the image. $I_d$
3.1.3. Quaternion representation

With the above processes, we obtain four elements for each view image from both the image content and disparity perspectives. Afterwards, each view image \( I \) (\( I \) can be left or right view image) is represented as a quaternion image \((I_\mu, I_c, I_f, M_d)\), where \(I_\mu\) and \(I_c\) denote the image luminance and chrominance components respectively. In order to generate the visual saliency map, a new quaternion representation (QR) \(I_q\) \([39]\) of each view image is represented by considering the four different quaternion elements as:

\[
I_q = I_\mu + I_f \mu_1 + I_c \mu_2 + M_d \mu_3
\]

where, \(\mu_i^2 = -1, i = 1, 2, 3\)

\[
\mu_1 \perp \mu_1, \mu_2 \perp \mu_2, \mu_3 \perp \mu_3
\]

\[
\mu_3 = \mu_1 \mu_2
\]

A symplectic form of \(I_q\) can be further expressed by:

\[
I_q = f_1 + f_2 \mu_2,
\]

where, \(f_1 = I_\mu + I_f \mu_1\)

\[
f_2 = I_c + M_d \mu_3
\]

In \([18, 40]\), a quaternion image is composed to depict each frame of the video sequence. For the quaternion image in \([18]\), one intensity element, two color elements, and one motion element are employed to compose the quaternion image. For \([40]\), one intensity element and three motion elements (considering the motion vectors in two dimension and the prediction error) are used to compose the quaternion image. Their quaternion representations are not practical for stereoscopic image. In this paper, we consider both the image content and disparity cues to compose the quaternion image, which not only includes the low-level features, such as intensity and color from 2D image, but also considers the depth information for 3D perception, such as the disparity map and the difference image. These four elements are expected to compose and interact with each other to generate the visual saliency of the stereoscopic images.
3.2. Quaternion representation based stereoscopic image visual saliency (QRSIVS)

As demonstrated in [18,40], the phase spectrum is employed to generate the saliency information for each video frame. Providing an image \( I(x, y) \), the saliency map is generated by:

\[
SM(i,j) = g(i,j) \ast \| F^{-1}(e^{i \mu(x,y)}) \| ^2,
\]

(4)

where,

\[
f(x,y) = F(I(i,j))
\]

\[
p(x,y) = F^{-1}(f(i,j))
\]

where \( F \) and \( F^{-1} \) denote the Fourier transform and inverse Fourier transform, respectively. \( f(x, y) \) is the Fourier representation of the given image, \( p(x, y) \) denotes the phase information of \( f(x, y) \). \( g(i, j) \) is a smoothing filter. The saliency map \( SM \) is generated by only considering the phase spectrum of the given image.

As a quaternion image is constructed for each view image, the quaternion Fourier transform (QFT) [39] is thus employed instead of Fourier transform to generate the corresponding visual saliency map. For the quaternion image illustrated in Eq. (3), the QFT is performed according to:

\[
I_q(u, v) = F_q(u, v) + F_q(-u, -v)\mu_2,
\]

(5)

where

\[
F_q(u, v) = \frac{1}{MN} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} e^{-j2\pi \left( \frac{m}{M} + \frac{n}{N} \right)} f_q(n, m),
\]

(6)

where \((n, m)\) and \((u, v)\) denote the locations in the spatial and frequency domain. \( N \) and \( M \) indicate the image height and width, respectively. \( f_q \) is obtained from Eq. (3). \( F_q \) is the obtained Fourier representation of \( f_q \). The QFT \( I_q \) of the quaternion image \( I_q \) can be further expressed in the polar form as:

\[
I_q = \| I_q \| e^{j\mu_p}
\]

(7)

where \( p \) is the phase spectrum of the Fourier representation \( I_q \), and \( \mu \) is a unit pure quaternion.

As mentioned before, only the phase spectrum is enough to construct the visual saliency map. Therefore, only the phase spectrum of \( I_q \) is preserved to generate the saliency map. The magnitude value \( \| I_q \| \) is set as 1 to eliminate the affection of the magnitude spectrum. The QFT representation is further modified as:

\[
I_{q\mu} = e^{j\mu_p}
\]

(8)

Afterwards, the inverse QFT is performed on \( I_{q\mu} \), which is defined as:

\[
f_q^m(n, m) = \frac{1}{MN} \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} e^{-j2\pi \left( \frac{u}{M} + \frac{v}{N} \right)} F_q^m(u, v)
\]

(9)

where \( F_q^m \) is the modified Fourier representation by setting the magnitude value as 1 according to Eq. (8). By performing the inverse QFT and composing all the \( f_q^m \) images:

\[
I_{q\mu} = f_q^m + f_q^m\mu_2
\]

(10)

The quaternion image \( I_{q\mu} \) is constructed. We further employ a filter to smooth \( I_{q\mu} \) by:

\[
SM = g \ast \| I_{q\mu} \| ^2
\]

(11)

where \( g \) is the smoothing filter. \( I_{q\mu} \) is the quaternion image constructed by inverse QFT. \( \| I_{q\mu} \|^2 \) is the constructed image in the image domain from the saliency model. In this paper, the Gaussian filter is employed to smooth the image for simplicity.

4. Quaternion representation based stereoscopic image visual saliency (QRSIVS) for stereo image quality assessment

For traditional 2D IQA metrics, the saliency maps have been widely applied for guiding the spatial pooling stage to improve the performance. Based on the previous discussion, stereoscopic image visual saliency map can indicate the relative importance of pixels in the spatial domain for left/right views. Therefore, it is natural to incorporate the constructed QRSIVS into the designing of SIQA metrics. Fig. 3 presents the framework of proposed QRSIVS weighted SIQA model. For each stereoscopic image pair, the saliency maps \( SM_l \) and \( SM_r \) for left and right views are extracted by Eq. (11), respectively. The traditional spatial domain based 2D IQA metrics can be employed to generate the error maps \( EM_l \) and \( EM_r \) for the left and right view image, respectively. Finally, the saliency maps are employed to pool the error maps as the image quality score \( Q_s \) of distorted stereoscopic image pairs. The general mathematical form of proposed QRSIVS weighted SIQA index is given by:

\[
Q_s = \sum_{i \in \{l,r\}} c_i \sum_{x \in \Omega_l} \frac{SM_l(x) \cdot EM_l(x)}{\sum_{x \in \Omega_r} SM_l(x)},
\]

(12)

where \( c_l \) and \( c_r \) are the weighting factors of the left and right views, respectively. \( \Omega_l \) and \( \Omega_r \) are the spatial domains of the left and right views, respectively.

5. Experimental results

In this section, we implement the proposed SIQA metric and make performance comparisons with the state-of-the-art methods. To validate the robustness of proposed metric, it is necessary to evaluate the SIQA metrics on different 3D image quality databases (IQDs). Currently, there are two categories for existing 3D IQDs. One is symmetric IQD where the left/right views of the stereoscopic image are symmetric distorted. The other category is the asymmetric IQD where the left/right views of the stereoscopic image are degraded with different distortion types and levels. In this paper, we evaluate the effectiveness of the SIQA metrics on two typical symmetric IQDs as well as its generality on one asymmetric IQD. The detailed information of the selected IQDs is described as follows:

- **LIVE 3D IQD Phase I (LIVE-Phase-I)** [41] consists of 20 outdoor stereoscopic scenes. Each scene contains one stereoscopic pair (left/right view) and the corresponding range maps of the views. All the reference stereoscopic images are with resolution 640 × 360. For each reference stereoscopic image, its left/right views are symmetrically degraded by five different distortion types with different degradation levels. The distortion types include JPEG compression (denoted as JPEG), JPEG2000 compression (denoted as JP2K), white noise contamination (denoted as WN), Gaussian blur (denoted as GBLUR), and fast fading channel distortion of JPEG2000 compressed bitstream (denoted as FF). The database contains 365 subject-rated stereoscopic image pairs (80 each for JP2K, JPEG, WN and FF; 45 for GBLUR).

- **Ningbo University IQD Phase II (Ningbo-Phase-II)** [42] aims to build a diverse database that consists of a wide variety of scenes and distortions. The database contains 12 outdoor and indoor stereoscopic scenes. The resolutions are from 480 × 270 to 1280 × 960. The distortion types include JPEG, JP2K, WN, GBLUR and H.264 compressed bitstream (denoted as H264). The database consists of 312 subject-rated stereoscopic image pairs (60 each for JP2K, JPEG, WN and GBLUR; 72 for H264).

- **LIVE 3D IQD Phase II (LIVE-Phase-II)** [35] consists of both symmetrically and asymmetrically distorted stereoscopic pairs. Same as LIVE-Phase-I, the introduced distortion types include JPEG, JP2K, WN, GBLUR and FF. The database consists of 360 subject-rated stereoscopic images (72 each for JP2K, JPEG, WN, GBLUR and FF).

For fair comparisons, both the 2D IQA extension models and binocular vision inspired metrics (denoted as 3D IQA model)
are evaluated in the experiment. Two 3D IQA models, including FI-PSNR [43] and MJ3DQA [35] are compared in the experiment. To verify the effectiveness of the proposed QRSIVS model, three different IQA metrics, including SSIM, multi-scale SSIM (MS-SSIM) [44], and edge-strength-similarity (ESSIM) [45] are employed as the basic IQA metrics. For MS-SSIM, the extracted visual saliency map is processed with the same filters in the MS-SSIM. Besides, to demonstrate the effectiveness of proposed QRSIVS index, three state-of-the-art methods, including spectral residual (SR) approach [17], saliency detection (SD) approach [11], and 3D saliency detection (3DSD) [12] are also implemented and compared. As shown in Tables 1 and 2, 15 metrics in total (12 saliency map weighted SIQA metrics) are tested and compared.

To remove the nonlinearity introduced by the subjective rating process and further facilitate the empirical comparison of different IQA metrics, the nonlinear least-squares regression function \( nlnft \) of Matlab is employed to map the objective quality score \( Q \) to the predicted subjective quality score \( DMOS_p \). The mapping function is the five parameters logistic function defined as:

\[
DMOS_p = \frac{p_1}{2} \cdot \frac{p_3 + p_4 \cdot q + p_5}{1 + \exp(p_2 \cdot (Q - p_3))}.
\]

where \( p_1, p_2, p_3, p_4 \) and \( p_5 \) are the parameters of the logistic function. Three criteria are employed to evaluate the corresponding performance: (1) correlation coefficient (CC): accuracy of objective metrics; (2) Spearman’s rank order correlation coefficient (SROCC): monotonicity of objective metrics; and (3) root mean-squared-error (RMSE). Detailed experimental results are provided in Tables 1 and 2. For each group of saliency map weighted SIQA metrics, the metric with the best performance is highlighted in bold. Also we provided the scatter plots of subjective DMOS values against the predicted DMOS\(_p\) values of the SIQA metrics on the 3D IQDs in Figs. 4–6.

5.1. Comparison with the stereoscopic image quality metrics

The stereoscopic image present different visual experiences for the human viewers, where the depth perception is most important. Therefore, there are a thread of work on SIQA by considering the depth information, such as MJ3DQA [35] and FI-PSNR [43]. In MJ3DQA [35], the authors proposed to construct an intermediate image which when viewed stereoscopically is designed to have a perceived quality close to that of the cyclopean image. They hypothesized that performing stereoscopic QA on the intermediate image yields higher correlations with human subjective judgments. In FI-PSNR [43], besides the traditional 2D image metrics, the HVS behaviors on 3D content perception, specifically the binocular integration behaviors-the binocular combination and the binocular frequency integration, are utilized as the bases for measuring the quality of stereoscopic 3D images.

Compared with MJ3DQA and FI-PSNR, in most cases, the proposed saliency map based SIQA framework can achieve better performances on both LIVE-Phase-I and Ningbo-Phase-II. The reason can be attributed to that the mechanism of binocular summation is still an open issue. Thus the computation model of the rivalry property may not be accurate enough for assessing the perceptual quality of 3D images. That is also the main reason why the performances of existing binocular vision inspired metrics are limited. In contrary, the saliency map as the most straightforward and effective HVS property has been extensively researched and studied. Thus the saliency map weighted approach is demonstrated to be an effective and simple way to improve the performance of quality prediction.

5.2. Comparison with other visual saliency models

In this section, we compare the performances of different visual saliency models on SIQA, specifically the SR approach [17], SD approach [11], and 3DSD [12] approach. SR analyzed the log-spectrum of an input image, where the spectral residual of an
Fig. 4. Scatter plots of subjective DMOS vs. predicted DMOS$_p$ of SIQA metrics on the LIVE-Phase-I database.

Fig. 5. Scatter plots of subjective DMOS vs. predicted DMOS$_p$ of SIQA metrics on the LIVE-Phase-II database.
Table 1
Performance of the SIQA metrics on LIVE-Phase-I database in terms of CC, SROCC, and RMSE.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Metric</th>
<th>JP2K</th>
<th>JPEG</th>
<th>WN</th>
<th>GBR/J</th>
<th>FF</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>PSNR</td>
<td>0.7879</td>
<td>0.1191</td>
<td>0.9352</td>
<td>0.7701</td>
<td>0.6948</td>
<td>0.8384</td>
</tr>
<tr>
<td></td>
<td>FI-PSNR</td>
<td>0.8575</td>
<td>0.3266</td>
<td>0.9289</td>
<td>0.8191</td>
<td>0.7096</td>
<td>0.8733</td>
</tr>
<tr>
<td></td>
<td>M3DQA</td>
<td>0.9285</td>
<td>0.6575</td>
<td>0.9580</td>
<td>0.9413</td>
<td>0.7489</td>
<td>0.9212</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.8752</td>
<td>0.4883</td>
<td>0.9437</td>
<td>0.9192</td>
<td>0.7243</td>
<td>0.8770</td>
</tr>
<tr>
<td>+SR</td>
<td>0.9015</td>
<td>0.5221</td>
<td>0.9468</td>
<td>0.9395</td>
<td>0.8002</td>
<td>0.9093</td>
<td></td>
</tr>
<tr>
<td>+SD</td>
<td>0.8825</td>
<td>0.4940</td>
<td>0.9416</td>
<td>0.9306</td>
<td>0.7487</td>
<td>0.8893</td>
<td></td>
</tr>
<tr>
<td>+3DSD</td>
<td>0.8787</td>
<td>0.4823</td>
<td>0.9398</td>
<td>0.7457</td>
<td>0.8882</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+QRSIVS</td>
<td>0.9039</td>
<td>0.5356</td>
<td>0.9478</td>
<td>0.9442</td>
<td>0.8004</td>
<td>0.9180</td>
<td></td>
</tr>
<tr>
<td>SROCC</td>
<td>PSNR</td>
<td>0.7993</td>
<td>0.1212</td>
<td>0.9316</td>
<td>0.9020</td>
<td>0.5873</td>
<td>0.8365</td>
</tr>
<tr>
<td></td>
<td>FI-PSNR</td>
<td>0.8522</td>
<td>0.2568</td>
<td>0.9297</td>
<td>0.9394</td>
<td>0.6599</td>
<td>0.8644</td>
</tr>
<tr>
<td></td>
<td>M3DQA</td>
<td>0.8938</td>
<td>0.5612</td>
<td>0.9502</td>
<td>0.9223</td>
<td>0.6885</td>
<td>0.9134</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.8581</td>
<td>0.4347</td>
<td>0.9387</td>
<td>0.8793</td>
<td>0.5871</td>
<td>0.8767</td>
</tr>
<tr>
<td>+SR</td>
<td>0.8752</td>
<td>0.4658</td>
<td>0.9381</td>
<td>0.9126</td>
<td>0.6787</td>
<td>0.9045</td>
<td></td>
</tr>
<tr>
<td>+SD</td>
<td>0.8609</td>
<td>0.4568</td>
<td>0.9345</td>
<td>0.8984</td>
<td>0.6195</td>
<td>0.8880</td>
<td></td>
</tr>
<tr>
<td>+3DSD</td>
<td>0.8586</td>
<td>0.4420</td>
<td>0.9330</td>
<td>0.9062</td>
<td>0.6151</td>
<td>0.8873</td>
<td></td>
</tr>
<tr>
<td>+QRSIVS</td>
<td>0.8776</td>
<td>0.4833</td>
<td>0.9406</td>
<td>0.9236</td>
<td>0.7178</td>
<td>0.9120</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>PSNR</td>
<td>7.9752</td>
<td>6.5908</td>
<td>5.8916</td>
<td>9.2335</td>
<td>8.9365</td>
<td>8.9363</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>6.2643</td>
<td>5.7066</td>
<td>5.5008</td>
<td>5.7011</td>
<td>8.5670</td>
<td>7.8794</td>
</tr>
<tr>
<td>+SR</td>
<td>5.6060</td>
<td>5.5771</td>
<td>5.3523</td>
<td>4.9567</td>
<td>7.4516</td>
<td>8.6235</td>
<td></td>
</tr>
<tr>
<td>+SD</td>
<td>6.0907</td>
<td>5.6835</td>
<td>5.6002</td>
<td>5.3598</td>
<td>8.2376</td>
<td>7.4984</td>
<td></td>
</tr>
<tr>
<td>+3DSD</td>
<td>6.1818</td>
<td>5.7282</td>
<td>5.6843</td>
<td>5.2964</td>
<td>8.2785</td>
<td>7.5325</td>
<td></td>
</tr>
<tr>
<td>+QRSIVS</td>
<td>5.5298</td>
<td>5.5221</td>
<td>5.3065</td>
<td>4.7002</td>
<td>7.4488</td>
<td>6.5041</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MS-SSIM</td>
<td>4.6426</td>
<td>4.8762</td>
<td>5.0822</td>
<td>4.7386</td>
<td>7.3159</td>
<td>6.0938</td>
</tr>
<tr>
<td></td>
<td>+SR</td>
<td>4.6689</td>
<td>4.9050</td>
<td>5.3964</td>
<td>4.5092</td>
<td>6.9674</td>
<td>5.7644</td>
</tr>
<tr>
<td></td>
<td>+SD</td>
<td>4.6900</td>
<td>4.7552</td>
<td>5.4342</td>
<td>4.6323</td>
<td>7.1697</td>
<td>5.9660</td>
</tr>
<tr>
<td></td>
<td>+3DSD</td>
<td>4.8038</td>
<td>5.0159</td>
<td>5.6217</td>
<td>4.6006</td>
<td>7.1374</td>
<td>6.0210</td>
</tr>
<tr>
<td></td>
<td>+QRSIVS</td>
<td>4.6081</td>
<td>4.6702</td>
<td>5.4529</td>
<td>4.4670</td>
<td>6.8056</td>
<td>5.7156</td>
</tr>
<tr>
<td></td>
<td>ESSIM</td>
<td>5.5616</td>
<td>4.8478</td>
<td>5.0677</td>
<td>5.2737</td>
<td>8.2631</td>
<td>6.6355</td>
</tr>
<tr>
<td></td>
<td>+SR</td>
<td>5.8935</td>
<td>5.1105</td>
<td>5.0691</td>
<td>4.7421</td>
<td>8.1055</td>
<td>6.4235</td>
</tr>
<tr>
<td></td>
<td>+SD</td>
<td>5.5369</td>
<td>4.9330</td>
<td>5.1413</td>
<td>5.0403</td>
<td>8.1244</td>
<td>6.5194</td>
</tr>
<tr>
<td></td>
<td>+3DSD</td>
<td>5.5804</td>
<td>4.8856</td>
<td>5.3169</td>
<td>5.0196</td>
<td>8.1143</td>
<td>6.5392</td>
</tr>
<tr>
<td></td>
<td>+QRSIVS</td>
<td>5.4072</td>
<td>5.1456</td>
<td>5.2537</td>
<td>4.8406</td>
<td>7.8043</td>
<td>6.2721</td>
</tr>
</tbody>
</table>

image in spectral domain is extracted to construct the corresponding saliency map of the image. SD constructed the saliency map in the compressed domain. The intensity, color, and texture features of the image are extracted from discrete cosine transform (DCT) coefficients in the JPEG bit-stream. The saliency value of each DCT block is obtained based on the Hausdorff distance calculation and feature map fusion. Both the SR and SD approaches focused on the saliency detection of 2D images. For 3D images, specifically the stereoscopic image, the depth information needs to be considered for the saliency detection. 3DSSIM extracted four types of features, namely color, luminance, texture, and depth, from DCT coefficients for feature contrast calculation. A Gaussian model of the spatial distance between image patches is adopted for consideration of local and global contrast calculation. Moreover, the center bias factor and human visual acuity, the important characteristics of the human visual system, are further employed to enhance the saliency map for stereoscopic images.

From Tables 1 and 2, it can be observed that the SIQA based on our proposed QRSIVS outperforms the other saliency map based approaches on both the LIVE-Phase-I and Ningbo-Phase-II 3D IQDs. For example, for the saliency map weighed SSIM metrics, the CC value of our proposed metric SSIM+QRSIVS on Ningbo-Phase-II is 0.8845, where the original metric SSIM is only 0.8094 and the best competitor SSIM+SR is 0.8621. The reason that our proposed QRSIVS outperforms SR and SD is that QRSIVS explicitly considers the depth information of the stereoscopic image in terms of the disparity map and difference image. SR and SD only focus on the 2D natural image, which only consider the image content cues, such as luminance, contrast, color information, and so on. However, for the stereoscopic image perception, the depth
information is much more important, which needs to be taken into consideration. The 3DSD model demonstrated high accuracy in predicting the human eye fixation point of the stereoscopic image. However, it is demonstrated that 3DSD cannot well boost the performance on SIQA, compared with SR and SD. In contrary, our proposed QRSIVS targets at the performance enhancement of SIQA, which yields better performances than 3DSD even with the depth information explicitly considered. Based on the observations above, we can make a conclusion that our proposed 3DQRSIVS based SIQA framework is powerful for predicting the 3D visual quality of stereoscopic images.

5.3. Performances on difference distortions

By breaking down to each distortion type, we can observe that the QRSIVS based quality metrics can mostly outperform other competitor models. Specifically, on the LIVE-Phase-I database, the propose QRSIVS based quality metrics achieve the best performance on the WN, GBLUR, and FF distortion types. On the Ningbo-Phase-II database, the QRSIVS based quality metrics achieve the best performance on the JP2K, WN, and GBLUR distortion types. However, the proposed QRSIVS based SIQAs perform the worst on the type of JPEG of the LIVE-Phase-I database, as shown in Table 1. This is due to that the distortions of JPEG images are less perceptually separated, and thus are more challenging to be assessed [36].

5.4. Generality of the proposed QRSIVS

In this section, we test the proposed QRSIVS based quality metrics on LIVE-Phase-II dataset to evaluate its generality on the asymmetric distortions of the stereoscopic image. The results are illustrated in Table 3. It can be observed that the saliency map based
quality metrics cannot perform very well on LIVE-Phase-II. As introduced in Section 5.3, the distortions of different distortion types and levels also present masking properties of the HVS. Therefore, the asymmetric distortions of the stereoscopic image will inevitably affect the quality perception of HVS. However, the proposed QRSIVS as well as the related visual saliency map, such as SR, SD, and 3DSD, treat the left and right view image equally. That is also the main reason why the saliency map based metrics do not perform very well. Also, the FI-PSNR treats the left and right view equally, which together with PSNR provide the least worst performances, compared with other competitor quality metrics. However, for M3DQA, an intermediate image is constructed to have a perceived quality close to that of the cyclopean image. Therefore, the different behaviors of the left and right view images can somewhat be captured, which thereby gives the best performances on LIVE-Phase-II. In the future, we will also consider different behaviors of different view images. Also the different distortions in each view image will be considered to be incorporated into the design of the saliency map, especially for the quality assessment.

Furthermore, we merge the three IQDs together to further test the generality of the proposed QRSIVS based quality metric. From Table 4, it can be observed that the proposed QRSIVS based can achieve the best performances on the merged dataset, compared with 3D quality metrics, such as FI-PSNR and M3DQA, and other saliency map based quality metrics. In this case, our proposed QRSIVS are more generally effective to evaluate the stereoscopic images with different distortion types and levels.
Table 4

Performance of the SIQA metrics on the merged dataset in terms of CC, SROCC, and RMSE.

<table>
<thead>
<tr>
<th>Metric</th>
<th>CC</th>
<th>SROCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>0.556</td>
<td>0.5368</td>
<td>17.4764</td>
</tr>
<tr>
<td>FL-PSNR</td>
<td>0.5439</td>
<td>0.5298</td>
<td>17.6439</td>
</tr>
<tr>
<td>MJDQA</td>
<td>0.5639</td>
<td>0.5497</td>
<td>17.3646</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.5622</td>
<td>0.5371</td>
<td>17.3889</td>
</tr>
<tr>
<td>+SR</td>
<td>0.588</td>
<td>0.5662</td>
<td>17.0671</td>
</tr>
<tr>
<td>+SD</td>
<td>0.5691</td>
<td>0.5448</td>
<td>17.2891</td>
</tr>
<tr>
<td>+3DSD</td>
<td>0.5611</td>
<td>0.5365</td>
<td>16.4053</td>
</tr>
<tr>
<td>+QRSIVS</td>
<td>0.5948</td>
<td>0.5749</td>
<td>16.9033</td>
</tr>
<tr>
<td>MS-SSIM</td>
<td>0.6322</td>
<td>0.614</td>
<td>16.2912</td>
</tr>
<tr>
<td>+SR</td>
<td>0.6311</td>
<td>0.6149</td>
<td>16.3108</td>
</tr>
<tr>
<td>+SD</td>
<td>0.6296</td>
<td>0.6123</td>
<td>16.3362</td>
</tr>
<tr>
<td>+3DSD</td>
<td>0.6247</td>
<td>0.6078</td>
<td>16.4196</td>
</tr>
<tr>
<td>+QRSIVS</td>
<td>0.6336</td>
<td>0.6166</td>
<td>16.2673</td>
</tr>
<tr>
<td>ESSIM</td>
<td>0.5847</td>
<td>0.5699</td>
<td>17.0573</td>
</tr>
<tr>
<td>+SR</td>
<td>0.5896</td>
<td>0.5737</td>
<td>16.9833</td>
</tr>
<tr>
<td>+SD</td>
<td>0.5859</td>
<td>0.5712</td>
<td>17.0396</td>
</tr>
<tr>
<td>+3DSD</td>
<td>0.5811</td>
<td>0.5662</td>
<td>17.1216</td>
</tr>
<tr>
<td>+QRSIVS</td>
<td>0.5971</td>
<td>0.5815</td>
<td>16.8664</td>
</tr>
</tbody>
</table>

Fig. 6. Scatter plots of subjective DMOS vs. predicted DMOS of SIQA metrics on the Ningbo-Phase-II database.

6. Conclusion

Stereoscopic image visual saliency map is an effective tool to improve the prediction performance of SIQA metrics. In this paper, we propose a QR based stereoscopic image visual saliency map detection model. The detected stereoscopic image visual saliency map is further incorporated into the SIQA framework. Experimental results show that our proposed QRSIVS based SIQA metric is powerful for predicting the 3D visual quality of stereoscopic images.
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