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Abstract— This paper presents the result of a recent large-scale 
subjective study of image retargeting quality on a collection of 
images generated by several representative image retargeting 
methods. Owning to many approaches to image retargeting that 
are developed, there is a need for a diverse independent public 
database of the retargeted images and the corresponding subjec-
tive scores that is freely available. We build an image retarget-
ing quality database, in which 171 retargeted images (obtained 
from 57 natural source images of different contents) were gener-
ated by several representative image retargeting methods. The 
perceptual quality of each image is evaluated by at least 30 hu-
man subjects and the mean opinion scores (MOS) were record-
ed. Furthermore, several publicly available quality metrics for 
the retargeted images are evaluated on the built database. The 
database is made available [1] to the research community in 
order to further research on the perceptual quality assessment 
of the retargeted images. 

I. INTRODUCTION 
The diversity and versatility of the display devices have 

imposed new demands on digital images. The same images 
need to be displayed with different resolutions on variant de-
vices. The image retargeting methods [2]-[9] are proposed to 
adjust the source images into arbitrary sizes and simultaneous-
ly keep the salient content of the source images. In order to 
retarget an image with good quality, quality assessment of 
retargeted images should be performed and used to maximize 
the perceptual quality during the retargeting process. There-
fore, a new challenge of evaluating the retargeted image per-
ceptual quality is issued, where the resolution has been 
changed, the objective shape may be distorted, and some con-
tent information may be discarded.  

Given that the ultimate receivers of images are human 
eyes, the human subjective opinion is the most reliable value 
for indicating the image perceptual quality. The subjective 
opinions are obtained through the subjective testing, where a 
large number of viewers participate in the testing and provide 
their personal opinions of the image quality on some pre-
defined scale. After processing these subjective scores across 
the human subjects, a score is finally generated to indicate the 
perceptual quality of the image. The subjective testing method 
is time-consuming and expensive, which makes it impractical 
for most image applications. However, the obtained subjective 

rating value can be recognized as the ground truth of the im-
age perceptual quality. Therefore, they can be employed to 
evaluate the performances of the objective quality metrics, 
which can evaluate the image/video quality automatically 
[11]-[13]. Moreover, subjective studies can also enable the 
improvement in the performance of the quality metric towards 
attaining the ultimate goal of matching human perception. 
Therefore, there is a clear need to build an image retargeting 
database with subjective testing results, based on which we 
can evaluate the current developed quality metrics for retar-
geted images. 

Till now, the only publicly available subjective image re-
targeting database is built by M. Rubinstein et al. [10]. The 
main purpose of building the database concentrates on a com-
parative study of existing retargeting methods. The subjective 
testing is performed in a pair comparison way, where the par-
ticipants are shown two retargeted images at a time, side by 
side, and are asked to simply choose the one they like better. It 
is distinct from the traditional subjective testing [11]-[13], 
where the mean opinion score (MOS) or difference mean opi-
nion score (DMOS) of each image/video is obtained. There-
fore, the perceptual quality metric for retargeted images can-
not be evaluated in the standardized way [14] [15]. Moreover, 
as only the number of the times that the retargeted image is 
favored over another image is recorded, the actual perceptual 
quality of the image is not clearly indicated. For one image 
with a larger number of favored times, it may possess a low 
perceptual quality if it is compared with the images of even 
lower perceptual qualities. The image may be favored the 
most by comparing with other images, whereas its perceptual 
quality may still not be acceptable. It is also the main reason 
why the quality metric cannot be evaluated in the standardized 
way. The most serious shortcoming of the database is that 
participants have difficulties to arrive at an agreement on the 
perceptual quality of the retargeted image. The Kendall μ-
coefficient [16] obtained of all the images is only 0.095. It is a 
relatively low value, suggesting that the subjects in general 
had difficulty judging. Therefore, the images in the database 
are not suitable for the subjective testing and also not appro-
priate to evaluate the performances of the quality metrics. 

In this paper, we first present a study that we conducted to 
assess the subjective quality of retargeted images. 171  
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Figure 1. Screenshot of the subjective study interface display-
ing the images to the human subject. 

retargeted images are generated by different retargeting me-
thods from 57 source images. With the source image as the 
reference, the perceptual quality of each retargeted image is 
subjectively rated by at least 30 human viewers on a pre-
defined scale. After processing the subjective ratings, the 
MOS value and the corresponding standard deviation are 
computed for each image. Based on the MOS values, some 
publicly available quality metrics for retargeted images are 
evaluated on the built database in the standardized way. 

The rest of the paper is organized as follows. In Section II, 
we will introduce the subjective testing process for building 
the image retargeting database. In Section III, some objective 
quality metrics are introduced and evaluated over the built 
database. Finally, the conclusion will be given in Section IV. 

II. DETAILES OF SUBJECTIVE TESTING 
A. Source Image 

Content-aware retargeting methods generate images with 
high perceptual quality where some background content can 
be removed or efficiently compacted, and the clear foreground 
object will be preserved. In order to build a reasonable image 
retargeting database, we need to consider the source images 
containing the frequently encountered attributes, such as the 
face and people, clear foreground object, natural scenery (con-
taining smooth or texture region), and geometric structure 
(evident lines or edges). For building our database, we select 
57 source images in which the frequently encountered 
attributes have been included. The corresponding resolutions 
of source images are diverse, in order to alleviate the influence 
of the image resolution on the subjective testing. The source 
images are roughly categorized into four classes according the 
aforementioned attributes. It should be pointed out that one 
image may contain more than one attribute. Detailed informa-
tion about the source image can be found in [1]. 

B. Retargeting Methods 
In order to efficiently demonstrate the perceptual quality of 

the retargeted images, the resolution changes are restricted in 
only one dimension. The retargeting methods change the reso-
lution of the source images in either the width or height di-
mension. Two resizing scales (the source image is shrunk to 
75% and 50%) are considered to generate the corresponding 
retargeted images. In our database, three retargeted results of 
each source image are included. They may be in different re-

targeting scales. The reason why the database is built in this 
way is that we only care about the perceptual quality of the 
retargeted images, no matter how it is generated and what the 
resolution is. We have considered ten retargeting methods 
which are recently developed. These retargeting methods are: 
cropping (CROP), scaling (SCAL), seam carving (SEAM) [4], 
optimized seam carving and scale (SCSC) [9], Non-
homogeneous retargeting (WARP) [2], scale and stretch 
(SCST) [6], shift-map editing (SHIF) [7], multi-operator 
(MULT) [5], energy-based deformation (ENER) [8], and 
steaming video (STVI) [3]. As we do not focus on the compar-
isons of different retargeting methods as [10] did, only three 
retargeting results of each source image are selected. 

C. Subjective Testing 
During the subjective testing, the source image should be 

presented to the subjective viewers as the reference. In this 
paper, the subjective study conducted is simultaneous double 
stimulus for continuous evaluation (SDSCE), as specified in 
[17]. Two images are juxtaposed on the screen for the human 
subject. One is the source image for reference and the other is 
the retargeted image to be evaluated. The human subjects are 
aware of which one is the reference image and which one is 
the retargeted image. The subjective testing uses the ITU-R 
absolute category rating (ACR) scale [18]. The user interface 
for the subjective testing is developed by using MATLAB, as 
shown in Figure 1. In order to avoid strong visual contrast, 
the remaining regions of the display area are gray (pixel val-
ues are set equal to 128). The quality scales have been labeled 
to help the human subjects to do the quality evaluation. The 
quality scales are labeled as “Bad”, “Poor”, “Fair”, “Good”, 
and “Excellent”, which ranges from 1 to 5. 

In order to reduce the effect of the viewer fatigue, the 171 
retargeted images are divided into 2 sessions. The first ses-
sion contains 69 retargeted images, while the second contains 
102 retargeted images. The order of the image pairs (the 
source image and the retargeted image) is randomly arranged. 
Furthermore, in order to avoid the contextual and memory 
effects on the subjects’ judgment of the quality, the retargeted 
images which are generated from the same source image will 
not be presented consecutively. In order to prevent the scaling 
effect, which is critical to the image retargeting results, the 
source image and the retargeted image must be displayed in 
their native resolution. In our experiment, the resolution of 
the screen for subjective testing is 1920×1280. 

All the subjects participating in the subjective testing are 
the students from the Chinese University of Hong Kong in 
Hong Kong, and Nanyang Technological University in Sin-
gapore. They have normal vision (with or without corrective 
glasses) and have passed the color blindness test. 30 subjects 
attend the first session, where 15 viewers are experts in image 
processing. And 34 subjects attend the second session, where 
18 viewers are experts in image processing. 
D. Screening of the Observers 

In order to obtain the final MOS and standard deviation 
value for each image, the subject rejection process is sug-
gested by [17]. Let ܵ denotes the subjective rating by the 
subject ݅ to the retargeted image ݆ in session ݇ ൌ ሼ1,2ሽ. The ܵ  values are firstly converted to ܼ-scores per session [19]: 



ߤ ൌ ଵேೖ ∑ ܵேೖୀଵ ߪ , ൌ ට ଵேೖିଵ ∑ ൫ ܵ െ ൯ଶேೖୀଵߤ ݖ , ൌ ௌೕೖିఓೖఙೖ , 

(1) 

where ܰ is the number of the test images seen by the sub-
ject ݅ in session ݇. After converting the obtained subjective 
ratings into ܼ-scores, the subject rejection procedure speci-
fied in [17] is then used to discard scores from unreliable 
subjects. The algorithm first determines whether the scores 
assigned by a subject are normally distributed by computing 
the kurtosis ߚ of the scores: ߚ ൌ రሺమሻమ ∆݉   ݄ݐ݅ݓ    ൌ  ൫ௌೕೖି௨ೖ൯∆ಿೖೕసభ ேೖ , (2) 

If the kurtosis value ߚ falls between 2 and 4, the scores are 
regarded to be normally distributed. The subject rejection 
procedure is depicted in Algorithm 1. By performing the al-
gorithm, 1 out of 30 subjects and 3 out of 34 subjects are re-
jected in session 1 and 2, respectively. 

Algorithm 1. Subject rejection process 

For each subject ݅, find the ܲ and ܳ  
if 2  ߚ  4 (normally distributed) 
           if ܵ  ݑ  , then ܲߪ2 ൌ ܲ  1; 
           if ܵ  ݑ െ , then ܳߪ2 ൌ ܳ  1; 
else 
           if ܵ  ݑ  , then ܲߪ20√ ൌ ܲ  1; 
           if ܵ  ݑ െ , then ܳߪ20√ ൌ ܳ  1; 
end  
if ೖାொೖேೖ  0.5 and ቚೖିொೖೖାொೖቚ ൏ 0.3, REJECT the subject ݅.  
After subject rejection, ܼ-scores are then linearly rescaled to 
lie in the range of [0,100]. Assuming that ܼ-scores assigned 
by a subject are distributed as a standard Gaussian [12], 99% 
of the scores lie in the range [-3,+3]. Re-scaling is accom-
plished by linearly mapping the range [-3,+3] to [0,100] by: ݖ~ ൌ ଵ൫௭ೕೖାଷ൯ . (3) 
Finally, the MOS value of each retargeted image is computed 
as the mean of the rescaled ܼ-scores, the corresponding va-
riance as the standard deviation, which is illustrated in Figure 
2. 

III. OBJECTIVE QUALITY METRIC FOR RETARGETED IMAGE 

Image retargeting quality metric has been recently re-
searched [20]-[26], in order to not only evaluate the retargeted 
image quality automatically and reliably instead of the subjec-
tive testing, but also to help improving the performances of the 
retargeting methods. One problem is that several quality me-
trics are licensed or patented, such as the bidirectional warping 
in [5] and the quality metric in [25], which are not made pub-
licly. In this paper, we only tested the metrics which are pub-
licly available and suggested in [10], specifically the earth 
mover’s distance (EMD) [20] [21], the bidirectional similarity 
(BDS) [22][23], edge histogram (EH) [26], and SIFT-flow 
[24].  

 
Figure 2. The obtained MOS value of each retargeted image 
after processing (the horizontal axes corresponds to the image 
number as shown in [1], and the vertical axes corresponds to 
the MOS value. The blue star indicates the obtained MOS 
value. And the red error bar indicates the standard deviation 
of the subjective scores). 

Table I. Performances of different metrics on the built image 
retargeting database 

 EH EMD BSD SIFT-
flow Fusion 

LCC 0.3422 0.2760 0.2896 0.3141 0.5013 
SROCC 0.3288 0.2904 0.2887 0.2899 0.4578 
RMSE 12.686 12.977 12.922 12.817 11.682 
OR 0.2047 0.1696 0.2164 0.1462 0.1345 

The algorithms are provided by the authors, which are 
tested on our built image retargeting quality database. The 
performance can be evaluated by depicting the relationship of 
the obtained metric values and the provided MOS values. As 
suggested by video quality experts group (VQEG) HDTV test 
[27] and that in [28], we follow their evaluation procedure for 
evaluating the performances of the metrics. Let ݔ  represent 
the visual quality index of the j-th retargeted image obtained 
from the corresponding metric. The five parameter ሼߚଵ, ,ଶߚ ,ଷߚ ,ସߚ  ହሽ monotonic logistic function is employed toߚ
map ݔ into ܸ: 

ܸ ൌ ଵߚ ൈ ൬0.5 െ ଵଵାഁమൈቀೣೕషഁయቁ൰  ସߚ ൈ ݔ   ହ. (4)ߚ

The corresponding five parameters are determined by mini-
mizing the sum of squared differences between the mapped 
objective score ܸ and the MOS value. In order to evaluate the 
performance, four statistical measurements are employed. The 
linear correlation coefficient (LCC) measures the prediction 
accuracy. The Spearman rank-order correlation coefficient 
(SROCC) provides an evaluation of the prediction monotonic-
ity. The root mean square prediction error (RMSE) is utilized 
for evaluating the error during the fitting process. The outlier 
ratio (OR) evaluates the consistency attributes of the objective 
metric, which represents the ratio of “outlier-points” to the 
total points. According to the definitions, larger values of LCC 
and SROCC mean that the objective and subjective scores 
correlate better, that is to say, a better performance of the me-
tric. And smaller RMSE and OR values indicate smaller errors 
between the two scores, therefore a better performance. The 
performances of different metrics are illustrated in Table I. 



It can be observed that all of the metrics perform poorly on 
the built database. For the EMD, the composed histogram only 
represents the feature distribution of the image, which cannot 
accurately depict the object shape and the content information 
of the image. Therefore, the shape distortions and content in-
formation loss, introduced during the retargeting process, are 
not effectively described. BDS tries to capture how much in-
formation one image conveys of the other image in a bidirec-
tional way. However, although it is claimed that the spatial 
geometric relationship is considered through a multiple scale 
approach, the order-relationship can still not be preserved, 
such as the local-order of each pixel or patch. Therefore, the 
dissimilarity metric of BDS does not accurately depict the 
object shape distortion either. SIFT-flow employs the SIFT 
descriptor to detect the correspondences between two images. 
It is claimed that the order-relationship of the pixels or patches 
is captured. However, the content information loss during the 
retargeting process is not considered. EH employs the edge 
histograms to describe the image, which are organized in order 
for comparison. EH can somehow represent the object shape 
information of the image. Same as the SIFT-flow, the content 
information loss is not accounted. These are the reasons why 
the metrics cannot perform effectively on the built image re-
targeting database. 

The perceived quality of the retargeted image depends on 
both the distortions perceived in the retargeted image and how 
much information conveyed of the source image. Therefore, 
the descriptors of shape distortion and content information 
loss should be fused together for evaluating the retargeted 
image quality. For the current available metrics, EH, EMD 
and SIFT-flow try to capture the object shape of the image. 
BSD tries to depict the content information loss in a bidirec-
tional way. If they are combined together, these two distor-
tions are fused to build a quality metric, the performance of 
which is illustrated in Table I. It can be observed that by fus-
ing these metrics together, a better performance can be ob-
tained. However, the performance is still not good enough, 
which attributes to two reasons. First, the employed metrics, 
such as SIFT-flow, and BSD, cannot accurately depict levels 
of the shape distortion and content information loss. Second, 
for different images shape distortion and content information 
loss may play different roles on influencing the perceptual 
quality. Therefore, in the future, two following aspects will be 
researched in order to develop an effective quality metric for 
retargeted images. One is to find the accurate descriptors for 
depicting the shape distortion and content information loss. 
The other is to develop an adaptive fusion method to combine 
the aforementioned descriptors together. 

IV. CONCLUSION 
An image retargeting database is built through the subjec-

tive study in this paper. Based on the subjective ratings of the 
human viewers, the publicly available quality metrics for the 
retargeted images are evaluated. By fusing the metrics togeth-
er, which independently depict shape distortion and content 
information loss, the performance can be improved. The im-
age retargeting subjective database has been made publicly for 
the research community. 
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